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The theory and parameterization methods of small-scale ocean-atmosphere dynamical interaction are discussed. Two different theoretical approaches to the problem are briefly presented. One approach follows the one-dimensional theory proposed by Chalikov and Belevich and the other is Janssen's extension of the Miles' instability theory. Both approaches provide for coupling the lower portion of the marine boundary layer, the wave boundary layer, with the underlying wavy sea surface. The results of applying simplifications of each approach to couple the National Meteorological Center global atmosphere and spectral wave models are illustrated and compared. The effects, although small, are noticeable especially in areas of high winds.

1. INTRODUCTION

The local thermodynamic interaction between the ocean and the atmosphere is one of the primary mechanisms affecting the ocean-atmosphere system. Thus, the accuracy of the parameterization of this interaction determines to a considerable extent the quality of weather forecasts and climate modeling. Existing approaches to parameterize this microscale interaction do not take into account several mechanisms which influence both media. In this paper only the dynamical interaction is discussed, that is, the momentum exchange. However, the approach presented may be extended to take into account the sensible and latent heat exchanges and the effects of stratification.

A major concern in the theory of the planetary boundary layer is the establishment of an appropriate relation between the turbulent stress \( T \) (bold letters denote vector quantities), and the horizontal wind velocity vector, \( u = (u, v) \) at an arbitrary height, \( z \). It is generally accepted that this relation takes the form

\[
T = \rho_a C_z |u| u,
\]

(1.1)

where \( \rho_a \) is the air density, and \( C_z \) is the drag coefficient at height \( z \).

The value of \( C_z \) over land for neutral stratification depends upon the morphological surface characteristics, usually specified by the roughness parameter or roughness height \( z_0 \), which is related to \( C_z \) by...
\[ C_z = \left[ \frac{K}{\ln(z/z_o)} \right]^2, \quad (1.2) \]

where \( K \) is von Karman's constant.

The roughness height over the ocean is more complex due to the dynamics of the sea surface. It is customary to estimate \( z_o \) for a wavy sea surface with the formula suggested by Charnock (1955):

\[ z_o = m \frac{u_*^2}{g}, \quad (1.3) \]

where \( g \) is the acceleration of gravity, \( u_* \) the friction velocity, and \( m \) is an empirical coefficient whose experimental value has been found to vary from 0.01 to 0.05 (Garratt, 1977). Even though expression (1.3) has been shown to provide a representative scale for the roughness height over the ocean, the large scatter of the empirical data indicates that it should be considered only as a qualitative relationship. The large scatter is in part explained by inaccuracies in the experimental technique, nonstationarity and inhomogeneity of the flow, and density stratification. Scatter may also be due to systematic deviations of the wind profile from logarithmic which are caused by wave-produced momentum fluxes. Finally, (1.3) appears to be valid only for a fully-developed sea in the absence of swell.

That the roughness length over the ocean depends on sea state (wave age) was suggested by Stewart (1967), Kitaigorodski (1968), Janssen (1982), and Donelan (1982). The nondimensional wave age \( \mu \) is defined as \( \mu = \frac{c_p}{u_*} \), where \( c_p \) is the phase speed of the dominant wind wave.

The variability of the wave field introduces inhomogeneities in the surface stress over the ocean which amplifies the vertical motions at the upper levels of the marine boundary layer. Thus, the sea state may very well affect weather evolution and climate.

The coupling between the wind and the waves was also considered by Jeffreys (1925), Miles (1957, 1960), Phillips (1957), Fabrikant (1976), Chalikov (1976, 1978, 1986), Janssen (1982, 1989), and Janssen et al. (1989). Janssen extended Miles' shear-flow mechanism by numerical solution of the Orr-Sommerfeld-Rayleigh (OSR) equation in tandem with a diffusion-like equation with a diffusion coefficient dependent on the wave spectrum and solutions to the OSR equation (Orr, 1907; Sommerfeld, 1980; Rayleigh, 1880). Expressing Phillips' constant as a power law with strong dependence on wave age which fits observed field wave spectra Janssen et al. (1984) found a strong coupling between the wind and waves for young (i.e. small wave age) wind waves, and a much weaker coupling for older waves. Janssen's approach was applied by Weber et al. (1992) to couple the wave model WAM (WAMDIG, 1988), to a general
atmospheric circulation model (ECHAM2, Roeckner et al., 1989). In
the present study, a simplified form of the Janssen analysis is
used which approximates the decrease in roughness length with wave
age as found by Janssen.

Chalikov (1992) argued that Janssen's approach has some
difficiencies that precludes its confident use to model the air-sea
momentum transfer. In particular, Janssen's reduction of the
air-sea momentum transfer to a diffusion-like equation amounts to
a diffusion equation with an advection term proportional to the
vertical derivative of the diffusion coefficient. It is unlikely
that the momentum transfer may be modeled by such an
advection/diffusion process (Chalikov, 1992).

2. WAVE BOUNDARY LAYER MODEL: CHALIKOV'S APPROACH

A summary of the wave boundary layer model proposed by Chalikov and
Belevich (1992) is presented in this section. Consider the bottom
portion of the marine atmospheric boundary layer, the wave boundary
layer (WBL), to be a nonstationary layer with a structure
approximately governed by the equation:

\[ \frac{\partial u}{\partial t} = \frac{\partial}{\partial z} (T + \tau), \quad (2.1) \]

where \( z \) is a vertical coordinate which at small heights will be
considered as a surface-following coordinate, (Chalikov and
Belevich, 1992); \( u \) is the velocity vector; \( T \) and \( \tau \) are
respectively, the vertical fluxes of momentum due to turbulence
and to wave-induced perturbations. \( T \) may be parameterized as

\[ T = K_M \frac{\partial u}{\partial z}, \quad (2.2) \]

where \( K_M \) is the coefficient of turbulent viscosity. At a non-
dimensional height \( \xi = z/\lambda_a \), the wave induced momentum flux may be
expressed as

\[ \tau = \rho_w g \int_0^\infty \int_{-\pi}^\pi kS(\omega, \theta) \beta(\omega_a, \xi) F(\omega_a, \xi) d\theta d\omega. \quad (2.3) \]

where \( \rho_w \) is the water density, \( g \) is the acceleration of gravity,
and \( k \) is the wavenumber. The function \( F(\omega_a, \xi) \) describes the
vertical variation of wave-induced momentum flux for each
nondimensional spectral frequency \( \omega_a \),

\[ \omega_a = \omega | u_\lambda | \frac{\cos \theta}{g} \quad (2.4) \]

where \( u_\lambda \) is the wind velocity at a height \( z = \lambda_a \):
\[ \lambda_a = \frac{2\pi g}{\omega^2 |\cos \theta|} \]  

(2.5)

is an apparent wavelength, and \( C_1 \) is the drag coefficient at height \( \lambda \). The upper limit of integration \( \omega_r \) is the highest frequency for which the wave spectrum \( S \) is known.

The function \( \beta \) is the nondimensional wind-wave growth parameter that is a function of \( \delta_a \) and \( C_1 \). Approximations for \( F \) and \( \beta \) are given in Chalikov and Belevich (1992). These approximations were obtained from extensive numerical experiments using a 2-D model of the statistical structure of the WBL (Chalikov, 1978; 1986; Chalikov and Makin, 1991; Burgers and Makin, 1992). The wave growth parameter is defined as

\[ \beta(\omega) = \frac{\rho_a}{\rho_w} \frac{\mathcal{E}(\omega)}{\omega S(\omega)} \]  

(2.6)

where \( \mathcal{E}(\omega) \) is the energy flux from the wind to the waves divided by the air density. \( \beta \) may be approximated as

\[
10^4 \beta = \begin{cases} 
-a_1 \omega_a^2 + a_2, & \omega_a \leq -1 \\
 a_3 \omega_a (a_4 \omega_a - a_5) - a_6, & \omega_a \in [-1, \frac{\Omega_1}{2}] \\
 (a_4 \omega_a - a_5) \omega_a, & \omega_a \in \left(\frac{\Omega_1}{2}, \Omega_1\right) \\
 a_7 \omega_a - a_8, & \omega_a \in (\Omega_1, \Omega_2) \\
 a_9 (\omega_a - 1)^2 + a_{10}, & \omega_a > \Omega_2 
\end{cases}
\]  

(2.7)

In (2.7) \( a_1 \) through \( a_{10} \) and \( \Omega_1 \) and \( \Omega_2 \), are parameters depending on \( C_1 \) and are given by

\[
\begin{align*}
\Omega_1 &= 1.075 + 75C_1 \\
a_1 &= 0.25 + 395C_1 \\
a_2 &= 0.35 + 150C_1 \\
a_3 &= (a_6 - a_2 - a_1)/(a_0 + a_4 + a_5) \\
a_4 &= 0.30 + 300C_1 \\
a_5 &= 0.35 + 240C_1 \\
a_6 &= a_0 (1 - a_9) \\
a_7 &= (a_9 (\Omega_2 - 1)^2 + a_{10})/(\Omega_2 - \Omega_1) \\
a_8 &= a_7 \Omega_1 \\
a_9 &= -0.06 + 470C_1 \\
a_{10} &= 0.25 a_2^2/a_4.\end{align*}
\]  

(2.8)
For frequencies $|\dot{\omega}_a| \geq 2$ the parameter $\beta$ depends on $\dot{\omega}_a^2$ and, therefore, on the square of the wind speed. This dependence is confirmed by the experimental data of Hsiao and Shemdin (1983), and is more representative than the linear dependence derived from the field data of Snyder et al. (1981). High frequency waves are nearly stationary relative to the wind; thus, their drag in turbulent flow is likely to have a quadratic dependence on wind speed, as is the case for stationary roughness elements. The linear dependence of $\beta$ on $\dot{\omega}_a$ exists only for $\dot{\omega}_a \in (\Omega_1, \Omega_2)$. For $\dot{\omega}_a \leq -1$, $\beta$ becomes negative. This case corresponds to waves traveling against the wind, and suggests that in this case the waves transfer energy to the wind. This is referred to as the inverse Miles' mechanism. The use of $u_1$ and $C_4$ above eliminates the arbitrariness in choosing a reference level. It also reduces the number of governing parameters and is physically more meaningful because the thickness of the WBL decreases with frequency. The approximations (2.7) and (2.8) are also confirmed by Plant's data, including the quadratic dependence of $\beta$ on $\dot{\omega}_a$ for $|\dot{\omega}_a| > 2$ (Fig. 1). The considerable scatter of Plant's data may be due to the additional dependence on $C_4$.

Construction of a 1-D model of the WBL requires a definition of the vertical distribution of the wave-induced momentum flux $\tau$ in (2.1). For a monochromatic wave traveling at an angle $\theta$ to the wind, this is

$$\tau = \tau_o F(\dot{\omega}_a, C_\lambda, \xi),$$

(2.9)

where $\tau_o$ is the wave-induced momentum at the surface. The form of the scalar function $F$ was investigated in numerical experiments with a 2-D model (Chalikov and Makin, 1991). An approximation based on the work of Makin (1989) is

$$F = \left[1 - \frac{\xi}{\xi_o}\right] e^{-\xi},$$

(2.10)

where $\xi_o$ is a function of the drag coefficient $C_\lambda$

$$\xi_o = 0.1 + 60C_\lambda.$$

Thus, in practice $F$ is independent of $\dot{\omega}_a$. The wave frequency influences the wave momentum flux at the surface, but not its vertical distribution. In the case of a multi-mode wave surface, it is assumed that $\tau$ is the superposition of the fluxes due to all spectral components.

The coefficient $K_M$ in (2.2) may be computed from

$$K_M = Kz(e/C_1)^{1/2}$$

(2.11)
where \( c_1 \) is a constant equal to 4.6, and the turbulent kinetic energy \( e \) may be computed from

\[
\frac{\partial e}{\partial t} = \left[ K_M \frac{\partial u}{\partial z} + \tau \right] \cdot \frac{\partial u}{\partial z} - \frac{(e/c_1)^{3/2}}{Kz}.
\] (2.12)

In (2.12) the effect of diffusion of turbulent kinetic energy is not included since it is usually small; the dot denotes the scalar product.

The model formulated above illustrates the general approach to be used when modelling the WBL-wave field system. The time and space evolution of the wave field may be simulated by a spectral wave model. The coupling of the two systems is accomplished through the exchange of information between the WBL and wave models. The WBL model computes and transfers to the wave model the spectral energy density input to the waves. The wave model computes the evolution of the wave spectrum in time and space and transfers the "sea state" to the WBL model. Equations (2.1) through (2.12) constitute a 3-D model describing the evolution of the atmosphere-wave coupling. These equations establish the connection between the turbulent stress and wind in the lowest layer of the atmosphere. The updated stress components are then used in the next time step.

The time scale \( T_s \) for the WBL processes may be estimated from

\[
T_s = \frac{h}{(\Delta C_z u)},
\] (2.13)

where \( h \) is the thickness of the layer, and \( \Delta C_z \) is the change in the drag coefficient due to the influence of the waves. Since \( \Delta C_z \) is of the same order of magnitude as \( C_z \), that is, \( \Delta C_z \sim 10^{-3}, T_s \) is on the order of \( 3 \times 10^3 \)s. The time step for a 3-D atmosphere model is on the same order of magnitude; therefore, it is reasonable to use the stationary version of the WBL equations:

\[
\frac{\partial}{\partial z} (T+\tau) = 0
\] (2.14)

\[
[K_M \frac{\partial u}{\partial z} + \tau] \cdot \frac{\partial u}{\partial z} - \frac{K_M^2}{(Kz)^4} = 0.
\] (2.15)

Equation (2.14) may be written in the form:

\[
T + \tau = T_h,
\] (2.16)

where \( T_h \) is the constant of integration, which equals the stress vector above the WBL. Then (2.15) may be written:
\[ T_h \cdot \frac{\partial u}{\partial z} - \frac{K_n^3}{(KZ)^4} = 0, \quad (2.17) \]

which may be rewritten as

\[ (KZ)^{4/3} (T_h \cdot \frac{\partial u}{\partial z})^{1/3} \frac{\partial u}{\partial z} + \tau = T_h. \quad (2.18) \]

Since \( T_h \) is unknown, two boundary conditions are necessary to solve (2.18). The first is the prescribed velocity vector at height \( h \),

\[ z = h: \quad u = u_h. \quad (2.19) \]

The second is the expression for the tangential stress vector at the water surface,

\[ z = z_r: \quad K_m \frac{\partial u}{\partial z} = \rho_a C_r |u_r| \quad (2.20) \]

The lower boundary height \( z_r \) is prescribed by the cut-off frequency \( \omega_r \):

\[ z_r = \frac{2 \pi g}{\omega_r^2 \cos \theta}. \quad (2.21) \]

It is assumed that the lowest part of the WBL is responsible for the creation of the local tangential stress due to waves with frequencies \( \omega > \omega_r \). Waves with frequencies \( \omega < \omega_r \) give rise to additional form drag which is taken into account in the integral (2.3). Assuming the Phillips' spectrum is valid for frequencies greater than \( \omega_r \):

\[ \omega \geq \omega_r: \quad S(\omega) = \alpha g^2 \omega^{-5} \quad (2.22) \]

and that the local roughness \( \zeta_\omega \) due to these waves is determined by their height, Chalikov and Belevich (1992) estimated

\[ \zeta_\omega = \chi \alpha^{1/2} \frac{\nu^2}{g} \quad (2.23) \]

with \( \chi = 0.1 \). Averaging the wave spectrum at \( \omega = \omega_r \) over all angles:

\[ S(\omega_r) = \frac{1}{2\pi} \int_{-\pi}^{\pi} S(\omega_r, \theta) d\theta, \quad (2.24) \]

and equating this average to the Phillips' spectrum for \( \omega = \omega_r \).
\[ S(\omega) = S(\omega_r)\left(\frac{\omega}{\omega_r}\right)^{-5}, \quad (2.25) \]

(2.23) takes the form

\[ \zeta_o = \chi \frac{u_r^2}{g^2} \left[ S(\omega_r)\right]^{1/2} \omega_r^{5/2}. \quad (2.26) \]

The local drag coefficient is then given by

\[ C_r = \left[ \frac{K}{\ln(z_r/\zeta_o)} \right]^2. \quad (2.27) \]

An effective roughness parameter may then be found by combining (2.26) and the solution of (2.3). An approximation to this effective roughness is given in (2.31) below.

Equation (2.18), with boundary conditions (2.19), (2.20), and formulas (2.3) - (2.5), (2.7), (2.8), (2.10), (2.21), (2.26), and (2.27) formulate the parameterization of the WBL for use in coupling the atmosphere-wind wave system. Note that the integral in (2.3) depends on the vertical distribution of the wind \( u(z) \) and the drag coefficient \( C_z \), which by definition is

\[ C_z = \frac{\left| T_b \right|}{\left| u(z) \right|^2}. \quad (2.28) \]

For the numerical solution of (2.18) it is necessary to evaluate (2.3) by iteration. The values for \( C_z \) and \( u(z) \) may be obtained from a linear interpolation of the logarithmic scale

\[ \xi' = \ln(z/z_r), \]

which, in practice, is convenient to use in the numerical solution of (2.18).

The approach presented above, although not overly complicated, takes a considerable amount of computer time. In the preliminary experiments discussed in this work, several simplifications were adopted: first, it was assumed that the spectra generated by the wave model includes the locally generated wind waves, which may be approximated by the JONSWAP spectrum (WAMDI group, 1988). The rest of the spectrum is considered to be swell and assumed not to contribute to the wave-induced momentum flux. This assumption, should not introduce large differences since the swell contribution to the wave induced momentum should be small due to the small steepness of these waves.
It was assumed that the spectral peak in the spectra generated by the wave model closest to the local wind corresponded to the locally generated wind sea. The frequency of this peak was determined by minimizing the expression

\[(k_{xi} - k_{xr})^2 + (k_{yi} - k_{yr})^2\]  \hspace{1cm} (2.29)

where \(k_{xi}, k_{yi}\) are the x,y components of the wave number for spectral peak i, and \(k_{xr}, k_{yr}\) are those of the wave number of the shortest represented wave, which is assumed to be in the direction of the wind. Minimizing (2.29) is equivalent to minimizing

\[\omega_i^4 + \omega_r^4 - 2\omega_i^2\omega_r^2\cos(\theta_i - \theta_w)\]  \hspace{1cm} (2.30)

in frequency-direction space. \(\omega_i\) and \(\theta_i\) are the frequencies and directions of the different peaks, \(\theta_w\) is the wind direction, and \(\omega_r\) is the frequency of the shortest wave represented in the spectrum. Once the frequency of the local wind wave is selected, its corresponding phase speed is used to determine the inverse wave age, and the effective roughness height \(z_0\) is computed from

\[z_0 = (u^2/g)\exp(-11.35 + 0.187R + (0.84 + 0.065R)(u/c_p))\]

with \(R = \ln(u^2/(gz))\).

Equations (2.7) and (2.8), were not introduced. Only the large-scale coupling between the atmosphere and the waves has been considered, hence equations (2.7) and (2.8), were not introduced.

3. SHEAR FLOW MECHANISM: JANSSEN'S APPROACH

The theory of wind generated gravity waves as presented by Miles (1957, 1960, 1976) is similar to the theory of the resonant interaction of plasma waves with particles (Landau and Lifshitz, 1954; Fabrikant, 1976). Surface waves in plane-parallel flow are generated with phase velocities equal to the wind velocity at some "critical" (or resonant) level, \(z_c\). Depending upon the influence of the wave age on the Phillips' parameter in the wave spectrum, the wave-induced stress can be a significant fraction of the total stress (Janssen et al., 1989). For waves traveling along the mean horizontal wind \(u\), and subject to certain conditions, Janssen (1982) has shown that the wind-wave interaction may be modeled by a diffusion-like coefficient, \(D_w(k,z)\),

\[D_w(k,z) = \frac{\pi \omega^2 k}{c - v_g} \phi(k) |\chi(k,z)|^2.\]  \hspace{1cm} (3.1)
In the treatment that follows, vector notation will be dropped since it is assumed that the waves are aligned with the mean wind. Together with turbulent and viscous stress, the mean wind satisfies the equation,

\[
\frac{\partial u}{\partial t} = v_a \frac{\partial^2 u}{\partial z^2} + \frac{1}{\rho_a} \frac{\partial T}{\partial z} + D_w(k,z) \frac{\partial^2 u}{\partial z^2} \tag{3.2}
\]

in which \( T \) is the turbulent stress which is assumed to be modeled by a mixing length theory.

In (3.1, 3.2), \( v_g \), \( \phi(k) \), \( v_a \), \( D_w(k,z) \), and \( \chi(k,z) \) denote: the group velocity of a surface wave with wave number \( k \) and phase speed \( c \), the spectral amplitude, the molecular viscosity of air, the diffusion-like coefficient that models the air-sea interaction, and the normalized solution of the OSR equation, respectively.

The Orr-Sommerfeld equation is a 4th-order ordinary differential equation:

\[
\chi^{IV} - 2k^2\chi'' + k^4\chi = ikR_e[(u - c)(\chi'' - k^2\chi) - u''\chi] \tag{3.3}
\]

in which \( R_e \) is the Reynolds number. If \( R_e \) is taken to be infinite, then

\[
\frac{d^2\chi}{dz^2} - k^2\chi - \frac{u''}{u - c} \chi = 0 , \tag{3.4}
\]

which is the OSR equation. For the MBL, the boundary conditions for (3.4) are

\[
\chi(z \to 0) = 1
\]

\[
\chi(z \to \infty) = 0 \tag{3.5}
\]

The function \( \chi(z,k) \) arises from a perturbation solution to a plane-parallel flow as follows. Let the nondimensional Navier-Stokes equation be expressed in terms of a mean and a perturbed flow:

\[
p = P + p' \]

\[
u = U + u' \tag{3.6}
\]

\[
w = w'
\]
where primes indicate perturbed quantities. Using the separation of variables technique with trial solutions

\[ \psi(x,z,t) = \chi(z) \exp[\text{i}k(x-ct)] \]

\[ p'(x,z,t) = \Pi(z) \exp[\text{i}k(x-ct)] \]  

results in (3.10), and (3.11) below.

\[ \text{i}k(U-c) \frac{d\chi}{dz} - \text{i}k \frac{dU}{dz} \chi = -\text{i}k\Pi + \frac{1}{R_e} \left( \frac{\text{d}^3\chi}{\text{d}z^3} - k^2 \frac{\text{d}\chi}{\text{d}z} \right) \]  

\[ k^2(c-U)\chi = \frac{d\Pi}{dz} + \frac{\text{i}k}{R_e} \left( \frac{\text{d}^2\chi}{\text{d}z^2} - k^2 \chi \right). \]

Equations (3.10) and (3.11) are a coupled system from which \( \Pi(z) \) may be eliminated to get (3.3) and (3.4).

The Rayleigh equation, (3.4), has a singularity at the critical height, \( z_c \). Since (3.6) - (3.11) are nondimensional, \( \chi(z,k) \) is normalized. The steps used by Janssen to solve the preceding equations and estimate the wind-wave interaction are given schematically in Appendix A.

For a wave spectrum \( \phi(k,\theta,t) \), Janssen (1991) gives the following
\[ D_w(k,z) = \pi \int_{-\pi}^{\pi} d\theta \frac{\omega^2 k}{c - v_g} \left| \chi \right|^2 \phi(k, \theta, t) \cos^2 \theta \quad (3.12) \]

in which \( \theta \) is the angle between the wind and the spectral wave component.

A simplified version of Janssen's approach is used in this work. The simplification consists in deriving a generalized Charnock's constant as a function of wave age using Janssen's analysis. This generalized Charnock formula is then used to compute the roughness height \( z_0 \) corresponding to the wave age \( \mu \) as determined from the frequency \( f_p \) and wave number \( k_p \) of the "sea" spectral peak:

\[ \mu = \frac{c_p}{u_*}, \quad \text{with} \quad c_p^2 = \frac{g}{k_p}. \]

This leads to a wave age dependent drag coefficient \( C_z \).

This roughness height is passed from the wave model to the atmosphere model which then generates the winds which will drive the wave model for the next time step. In this fashion a two-way coupling between the wave and atmosphere models is achieved.

The generalized Charnock relation is derived from the family of curves adapted from Fig. 3 of Janssen (1989) (shown here in Fig. 2). These curves represent typical nondimensional velocity profiles with and without wave perturbed flow. In the figure the nondimensional velocity \( u(z)/u_* \) is plotted versus the nondimensional height \( z_g/u_*^2 \). The curves are nearly straight and parallel for \( z_g/u_*^2 > 1 \). For \( z_g/u_*^2 < 1 \) the perturbed curves deviate from log-linear, and, given boundary condition (A.3), cross the \( u/u_* = 0 \) intercept at \( z_g/u_*^2 = m = 0.0144 \). The extrapolation is not shown in the figure.

Fig. 7 of Janssen (1989), shown here as Fig. 3, shows the dependence of \( C_z \) at a 10 m height on wave age for two values of \( u_* \) (0.3 m/s and 0.7 m/s). Curves are shown for both the -2/3 and the -3/2 power laws for the Phillips parameter (see Appendix A). It can be seen that there is considerable variation of \( C_z \) with wave age for the -3/2 power law. This power law was used in obtaining the curves in Janssen's Fig. 3.

The simplification used in this work was suggested by Fig. 2. For \( z_g/u_*^2 > 1 \) the curves are merely displaced from the straight line representing the uncoupled wave-atmosphere situation. This suggests that a general equation for the family of curves may be written as:
\[ u(z)/u_* = A \ln(zg/u_*^2) + B(\mu) \]  

(3.13)

where A is the slope of the family of curves, and B(\mu) depends on wave age only. An average value of A is 2.46.

Equation (3.13) is rewritten as

\[ u(z)/u_* = A \ln(zg/D(\mu) u_*^2) \]  

(3.14)

in which

\[ B(\mu) = -A \ln[D(\mu)], \]  

(3.15)

thus,

\[ C_z^{-1/2} = u(z)/u_* = A \ln[(1/C_z)(zg/D(\mu) u^2)]. \]  

(3.16)

In similar fashion the Charnock relation (1.3) may be written

\[ C_z^{-1/2} = K^{-1} \ln[(1/C_z)(zg/m u^2)]. \]  

(3.17)

Comparing (3.16) and (3.17) suggests:

\[ A = K^{-1}, \]  

(3.18)

and

\[ D(\mu) = \text{a generalized Charnock "constant"} \]  

(3.19)

which approaches m for large values of \( \mu \).

From (3.16) through (3.18), the generalized Charnock "constant" is:

\[ D(\mu) = (zg/u^2)[C_z^{-1} \exp(-0.407C_z^{-1/2})]. \]  

(3.20)

Computing the D(\mu) for different values of wave ages yields

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(\mu)</td>
<td>0.210</td>
<td>0.727</td>
<td>0.414</td>
<td>0.0328</td>
<td>0.0277</td>
</tr>
</tbody>
</table>

A rational fraction that approximates D(\mu) for \( \mu > 3 \) is given by

\[ D(\mu) = (-0.153 - 0.00245\mu)/(1 - 0.358\mu) \]  

(3.21)
This approximation for \( D(\mu) \) is used to generalize the Charnock relation:

\[
z_o = D(\mu) \left( \frac{u_*^2}{g} \right).
\]

4. THE NMC ATMOSPHERE AND WAVE MODELS

Brief descriptions of the NMC atmosphere and ocean wave models are given below. Operationally these models run independently of each other, with the wave model using the output wind fields from the atmosphere model as the sole input. The operational wave model runs twice daily at the 0000 and 1200 UTC cycles. A so-called wave analysis is generated by running a 12-hour wave hindcast, that is, using the final analysis wind fields. This "wave analysis" provides the initialization wave field for a 72-hour forecast. The input wind field to the wave model is the lowest sigma layer winds reduced to a 10-m height assuming a logarithmic wind profile. For the coupling experiments the wave model was modified to take the \( u_* \) field directly from the atmosphere model. The runs were done once daily, for the 0000 UTC cycle only, thus initialization wave fields resulted from a 24 hour hindcast. The hindcast was done by running the NMC Global Data Assimilation System (GDAS) for the preceding 24 hours with the same coupling technique as for the forecasts.

4.1 The NMC atmosphere model

The operational NMC Medium Range Forecast Model (MRF) is used for the GDAS, the Aviation (3 day) forecast, and for the 10-day forecast runs. The MRF is a spectral model and is described in some detail in Kanamitsu (1989), and Kanamitsu et al. (1991). A few of its properties are described here.

The MRF forecast variables are vorticity, divergence, virtual temperature, specific humidity, and surface pressure. The model variables in the horizontal are represented by spherical harmonics. The model has 18 levels in the vertical and a horizontal resolution of triangular truncation 126 (T126). This truncation corresponds to a horizontal spatial resolution of approximately 105 km. However, in order to save computer time, the coupled atmosphere-wave experiments described here were performed with a triangular truncation of 62 (T62), which corresponds to a spatial resolution of approximately 210 km.

The lowest layer of the atmosphere model, the surface layer, is well defined with a height of 5 hPa (about 40 m) above the surface. The physics in this layer is governed by surface layer Monin-Obukhov similarity theory and improved land surface evaporation.

The atmospheric boundary layer (ABL) in the MRF consists of the bottom surface layer and those layers above it which are influenced
by the turbulent transfer of momentum, heat, and moisture from the surface layer. During vigorous daytime turbulent convection the ABL is typically 1 - 2 km thick. However, during extremely stable conditions, such as may occur at night, turbulence may become so weak and irregular that it may not be possible to determine accurately the height of the ABL. For these conditions, the ABL may recede into the surface boundary layer. The MRF makes no provision for this occurrence.

The MRF computes the surface turbulent fluxes of momentum, sensible heat, and latent heat. The heat fluxes are required for the solution of the heat balance equations that predict the air-ground interface temperature. This heat balance calculation is omitted over the oceans although it is important in predicting the evolution of the MBL. The surface fluxes of momentum and heat are used as boundary conditions for the diffusion equations which simulate the turbulent transfer of these quantities above the surface layer.

The calculation of surface fluxes in the MRF depends on the nondimensional variable \( z_s / L \), where \( z_s \) is the height of the surface layer and \( L \) is the Monin-Obukhov length, the sign and magnitude of which determines the stratification/stability of the surface layer.

The vertical profiles of (virtual) potential temperature \( \theta \), specific humidity \( q \), and wind speed in the surface layer are given by

\[
\frac{\partial \theta}{\partial z} = \frac{\theta_*}{Kz} \phi_{\tau}(z/L) \tag{4.1}
\]

\[
\frac{\partial q}{\partial z} = \frac{q_*}{Kz} \phi_q(z,L) \tag{4.2}
\]

\[
\frac{\partial u}{\partial z} = \frac{u_*}{Kz} \phi_u(z/L) \tag{4.3}
\]

with \( L = \frac{\theta u_*^2}{Kg \theta_*} \).

\( \theta_* \), \( q_* \), and \( u_* \) are the scaling factors for heat, moisture, and momentum. The functions \( \phi_{\tau}, \phi_q, \phi_u \) are the Obukhov functions which have been determined empirically.
Integration of the Obukhov functions leads to

\[ \frac{z_s}{L} = (F^2_T/F_T) R_b, \]  

(4.5)

in which \( R_b \) is the bulk Richardson number,

\[ R_b = \frac{g z_s \Delta \theta}{\theta u_s^2} \]

and \( F_T, u, q \) are the integrals of equations (4.1) - (4.3),

\[ F_T, u, q = \int_{z_o}^{z_s} \frac{dz}{z} \varphi_T, u, q(z/L). \]

(4.6)

In these equations, \( \Delta \theta \) is the difference in virtual potential temperature across the surface layer, \( \theta \) is the layer-average virtual potential temperature in the surface layer, \( u_s \) is the wind speed at the top of the layer, \( z_s \) and \( z_o \) is the roughness height. In the current version of the MRF it is assumed that the roughness heights for momentum, heat, and moisture are equal. Over the ocean the roughness height \( z_o \) is taken as the form proposed by Charnock: (eq. 1.3), in which \( m \) is the Charnock constant (\( m=0.014 \)).

Iterative solution of (4.5) using (4.6) yields values for \( z_s/L, u_s, \theta_s, \) and \( q_s, \) and from these the surface fluxes \( F_M', F_T', F_q' \) are computed:

\[ F_M' = -\rho_a u_s^2 = -\rho_a C_M(z_s, L) u_s^2, \]  

(4.7)

\[ F_T' = -\rho_a C_p u_s \theta_s = -\rho_a C_p C_T(z_s, L) u_s \Delta \theta \]  

(4.8)

\[ F_q' = -\rho_a \varrho u_s q_s = -\rho_a \varrho C_q(z_s, L) u_s \Delta q \]  

(4.9)

\( C_M, C_T, \) and \( C_q \) are the drag (or transfer) coefficients for momentum, heat, and moisture respectively; \( \varrho \) is the latent heat of vaporization, \( C_p \) is the specific heat of air, and \( \Delta q \) is the difference in specific humidity between \( z_s \) and \( z_o \). Empirical data suggest that \( C_T = C_q \approx C_M \). The MRF computes the transfer coefficients from
\[ C_M = \left( \frac{u_\ast}{u_s} \right)^2 = \frac{K^2}{F_M^2} \]  

\[ C_T = C_q = \frac{u_\ast \theta_\ast}{u_s \Delta \theta} = \frac{u_\ast \theta_\ast}{u_s \Delta q} = \frac{K^2}{F_M F_T} = \frac{K^2}{F_M F_q} \]  

For the special case of neutral static stability, the transfer coefficients become

\[ C_M = C_T = C_q = \frac{K^2}{\ln^2(z_s/z_o)} \]  

4.2 The NMC global wave model

The operational NMC global ocean wave (NOW) model is a deep water spectral model with a 3 hour time step and a 2.5 by 2.5 degree latitude-longitude grid. It produces forecasts every 3 hours from 70°S to 75°N. The model solves at each grid point over the ocean the energy transport equation:

\[ \frac{\partial S}{\partial t} + c_g \nabla S = S_{in} + S_{nl} \]

where \( S = S(f, \theta) \) is the two dimensional wave spectrum as a function of frequency \( f \) and direction \( \theta \), \( c_g \) is the group velocity, and the terms on the right-hand side are the source terms representing the wind input and the nonlinear wave-wave interactions.

The wind input source term follows the parameterization of Snyder et al. (1981), \( S_{in} = \beta' \omega S \) with the wind wave growth parameter given by:

\[ \beta' = \max\{0, 3 \times 10^{-4}(30u_\ast \omega^{-1} \cos \theta - 1)\} \]  

where \( \omega \) is the radian wave frequency and \( \theta \) is the angle between the wind and the wave directions.

The nonlinear source term is based on the SAIL II mechanism (Greenwood et al., 1985), and is given by

\[ S_{nl} = \frac{1}{2} \phi C_z \omega^{-1} u_{10}^2 \]  

where \( \phi \) is the Phillips' fetch constant \((0.8 \times 10^{-4} \leq \phi \leq 1.6 \times 10^{-4})\).

A \( \cos^3 \theta \) law is used for spreading the energy over direction \( \theta \). Dissipation at high frequencies is accomplished by imposing the
Pierson-Moskowitz limit for a fully-developed spectrum (Pierson and Moskowitz, 1964).

The propagation scheme is a downstream interpolation in which each frequency-directional band is propagated at the group velocity along a great circle. Upwind swell is attenuated using an exponential attenuation term with maximum attenuation in the direction opposite to the local wind and decreasing angularly on either side to unity at 90 degrees.

5. COUPLING PROCEDURE

As indicated in sections 2 and 3 the procedure followed for coupling the two models was the same for the simplified Janssen (JS) and the Chalikov (CS) schemes.

To initialize the two-way coupling the 0000 UTC operational wave analysis and the GDAS $u_*$ fields were used. The $u_*$ field was transferred to the wave model and $z_0$ values were computed using the given $u_*$ field and the phase speeds from the wave spectra. The computed $z_0$ field was transferred to the atmosphere model. Both models were then advanced 3 hours, the atmosphere model now using the wave age dependent $z_0$ field in the Monin-Obukhov formulation. Starting with the next time step the wave model received a $u_*$ field resulting from taking the wave age dependence into account. The procedure was then repeated. Every 24 hours a 120-hour wind forecast and a 120-hour wave forecast were started from the GDAS and wave hindcast fields. The exchange between the two models continued during the forecasts runs in the same fashion as for the hindcast (Fig. 4). The method for computing roughness over land remained unchanged.

In parallel with these runs the atmosphere and wave models were run without the two-way coupling, to serve as the control run. The resulting forecasts from the control and the coupled runs were compared.

The coupled runs using the JS approach for the nine consecutive days starting on December 26, 1991 are compared here with those using the CS approach for the eight consecutive days starting on January 24, in order to have about the same number of days using each approach.

6. RESULTS

Since the runs with the two approaches were done for different time periods, the results are not conclusive, for the synoptic conditions may have been different during the two periods. The effects of the coupling will depend on these conditions. As would be expected in the case of the waves, larger differences between the coupled and the control runs were observed in areas of strong winds where young seas would be expected. In the following two
sections typical results from both schemes will be given.

The impact on the waves was characterized by the difference in significant wave height (SWH) between the coupled and the corresponding control run. Impact on the wave spectra was also observed. However, the impact on the wave spectra could not be fully evaluated because spectra were saved at only a few locations around the continental United States.

6.1. IMPACT ON THE ATMOSPHERE MODEL

The largest impact on the atmosphere model during the model runs using the JS was for January 8th. Thus the results on this date will be discussed.

As can be seen from Figs. 5a and 5b, the JS increases the upward latent heat flux. The largest absolute difference between the two fields is approximately 73 watts/m$^2$ and is located off the northeastern coast of the United States. This location is also the site of the strongest upward sensible heat. A lesser difference was observed in the sensible heat fluxes (not shown). Thus it appears that the latent heat fluxes are more sensitive to the coupling than the sensible heat fluxes.

No impact was noticeable in either surface stress or the 10-m wind vectors. However, an increase in roughness height was observed over much of the ocean, as seen in Figs. 6a and 6b.

As will be discussed in section 6.2, the largest impacts on the surface ocean waves during the period January 24 to January 31 using the CS were observed for the forecasts starting on January 30th. Thus, the impact on the atmosphere model for this day will be discussed.

A slight decrease in the upward latent heat fluxes is noticed (Figs. 7a and 7b), while there is a slight increase in the upward sensible heat fluxes as well (Figs. 8a and 8b).

Larger differences are seen in the surface pressure forecasts, with a maximum decrease of approximately 2.9 hPa off the west coast of the United States, near the Canadian border. At this site the largest differences in the surface stresses, Fig. 9, and in 10 m winds, Fig. 10, are also noted. No roughness height fields are available for this case.

6.2 IMPACT ON THE WAVE MODEL

The effect of the coupling on the wave field will depend on the locations of active wave generation and on the pre-existing wave conditions. Since the two experiments were run for different time periods it is not possible to arrive at definite conclusions. However, the results presented in Tables 1 through 4 suggest that
the CS is more consistent and produces larger impact on the waves than the JS.

The tables give the distribution of differences in SWH between the coupled and control runs in different regions where the larger impacts were observed. Shown are the distribution of differences for successive 12-hour and 96-hour forecasts (the 120-hour forecasts could not be retrieved from the tape archive). A tendency for the range of differences to increase with time into the forecast can be seen.

For both approaches the impact of the coupling on the waves tends to increase with time (successive 12-hour and 96-hour forecasts) and with the forecast hour (12-hour forecasts versus 96-hour forecasts). The tendencies are more pronounced for the CS than for the JS.

The wave forecasts starting from 0000 UTC on January 30 are among the ones showing the larger impacts of the CS coupling. Figs. 11a and b show contours of differences in SWH between the coupled and the control run for the 12-hour forecast in the North Pacific. The dashed contours indicate negative differences: coupled minus control. From Fig. 10 for the differences in the 10-m winds at 0000 UTC that day, it can be seen that the areas with reduced SWH's correspond approximately to areas with the larger differences in the 10-m winds. These areas are also those with the highest winds.

The 10-m winds are not available for 0000 UTC on February 3, 1992, but the difference contours of SWH for the 96-hour wave forecast valid at the time show significant differences off the northwest coast of the United States and Canada.

In contrast, the 10-m wind differences in the North Atlantic for 0000 UTC, January 30 are not as pronounced as those off the northwest U.S. and Canadian coast, and neither are the differences in SWH for the 12-hour forecast as seen in Fig. 11b. The differences in SWH in the western area of the North Atlantic increased significantly for the 96-hour forecast (Fig. 12b).

A slight increase of energy in the high frequencies and a broadening of the spectra were detected in the directional spectra for the coupled runs. Slight changes of a few degrees were noticed in the wind direction. These changes in wind direction appear to have an effect on the spectra for the coupled runs.

One location where spectra were saved and where significant differences in SWH occurred was at 45°N-130°W. Figs. 13a and b show the directional and frequency spectra at this location for the 96-hour forecasts valid at 0000 UTC on February 3, 1992. Fig. 13a shows the spectra for the control run and 13b for the CS run. The coupling reduced the SWH by 1.5 m, the $u_0$ by 0.11 m/s, and there
was a change in wind direction of 6.7 degrees. The directional spectra show a change in the location of the spectral peak along with a broadening and flattening of the spectrum. The spectral peak is better aligned with the wind direction. It is noted that the wave model often overpredicts the SWH in this region. The CS in general reduced the SWH, which appears to be a step in the right direction.

7. DISCUSSION

The two methods presented here are conceptually different. The Chalikov approach proceeds from numerical solutions of the equations of motion and numerical computations of the vertical fluxes due to turbulence and wave induced perturbations; the Janssen approach is posed as a classical instability problem.

Simplifications have been made to both these approaches in applying them to couple the two models. These simplifications may in part be responsible for the small impacts obtained.

From the tables and figures given here it can be seen that the impact of the coupling for both methods is noticeable only in small areas of high wind speeds. This alone may be significant, especially when considering hurricane/typhoon models.

It is noted that the Chalikov approach in general reduced wave heights thus increased the roughness height. On the other hand for the Janssen case, the occurrence of increased wave heights was higher than that of decreased wave heights.

A more sophisticated treatment whereby the wave-generated momentum flux is transferred to the atmosphere model may be more revealing. Continuation of the experiment for a longer time period especially during the southern hemisphere winter would be desirable.
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APPENDIX A

In order to solve the Rayleigh equation coupled with a diffusion-like equation and to estimate the wind-wave interaction, Janssen used the following steps:

a. Assume the unperturbed wind profile is

\[ u(z) = \left( \frac{U_*}{Kz} \right) \ln \left( \frac{z}{z_o} \right) \, . \]  

(A.1)

b. Solve (3.4) with boundary conditions (3.5) for a given \( k = \omega^2 / g \).

c. Construct an extended diffusion-like equation:

\[ \frac{\partial u}{\partial t} = \frac{\partial}{\partial z} \left( K^2 z^2 \left| \frac{\partial u}{\partial z} \right| \frac{\partial u}{\partial z} \right) + \left[ v_a + D_w(k, z) \right] \frac{\partial^2 u}{\partial z^2} \, . \]  

(A.2)

where the mixing length hypothesis is used for the turbulent diffusion.

d. Solve (A.2) as an initial value problem with boundary conditions:

\[ u(z=z_o, t) = 0 \, ; \, \quad z_o = (m/g) U_* \, , \]  

(A.3)

where the expression for \( z_o \) is the Charnock relation (1955), and

\[ \lim_{z \to \infty} K^2 z^2 \left| \frac{\partial u}{\partial z} \right| \frac{\partial u}{\partial z} = U_*^2 \, . \]  

(A.4)

until \( u(z, t) \) reaches a steady state.

e. Repeat steps a–d iteratively until \( u(z, t) \) and \( D_w \) do not change substantially.

The wave induced stress is then computed from:

\[ \tau_w(z=0) = - \rho_a \int_0^\infty dz D_w(k, z) \frac{\partial^2 u}{\partial z^2} \, . \]  

(A.5)

On the basis of wave breaking and dimensional grounds, Phillips (1958) proposed the spectral form
\[ \phi(k) = \frac{1}{2} \alpha_p k^{-4} \quad k \geq k_p \]
\[ \phi(k) = 0 \quad k < k_p \quad (A.6) \]

where \( \alpha_p \) is Phillips' parameter or "constant", and \( k_p \) is the wave number of the spectral peak. For the spectrum \( \phi \) in (3.1), Janssen assumed the JONSWAP mean spectrum for a growing sea, (Hasselmann et al., 1973):

\[ \phi(k) = \frac{1}{2} \alpha_p k^{-3} \exp \left[ -\frac{5}{4} \left( \frac{k_p}{k} \right)^2 \right] \gamma r \quad (A.7) \]

\[ r = \exp \left( -\frac{1}{2} \left[ (k^{1/2} - k_p^{1/2})/\sigma \right] k_p \right)^2 \quad (A.8) \]

where \( \gamma = 3.3 \), and \( \sigma = 0.1 \).

Empirical data suggest that the Phillips' parameter depends on wave age. Based on some field and laboratory data, Snyder (1974) proposed:

\[ \alpha_p = b_1 \left( \frac{C_p}{u_*} \right)^{-2/3} \quad (A.9) \]

with \( b_1 \) a constant. Janssen showed that this form yields a wave induced stress nearly independent of wave age. A better fit to field data is given by

\[ \alpha_p = 0.57 \left( \frac{C_p}{u_*} \right)^{-3/2} \quad (A.10) \]

(Janssen et al., 1984). Using this power law, Janssen found a fairly pronounced dependence of wave-induced stress on wave age.
APPENDIX B

For completeness, an approximate solution to (3.16, 3.17) is given here. Let us define the generalized Froude numbers, Fr:

\[ Fr = D(\mu) \left( \frac{u^2}{zg} \right) \quad \text{or} \quad \mu \frac{u^2}{zg} \quad (B.1) \]

so that

\[ CM^{1/2} = -K/\ln(C_M Fr) \quad (B.2) \]

\( C_M \) is an implicit function of Fr; given Fr, \( C_M \) can be computed by iteration. A more direct approach is to compute \( C_M \) for several widely separated values of Fr and then to use an interpolation approximation such as,

\[ C_M(\text{Fr}) = \left[ \frac{(6.283 + 0.2077 x)}{(1-0.6448x)} \right] x10^{-3} \quad (B.3) \]

where \( x = \ln Fr \), and \(-13.4 < x < 0.94\).

Another approximation is suggested by (3.17). Let \( C_M \) be approximated on the right-hand-side of (3.17) by a constant \( C_0 \). Then,

\[ C_M = \frac{K^2}{(\ln Fr + \ln C_0)^2} \quad (B.4) \]

which suggests

\[ C_M = \frac{a_0}{(1 + b_1 x + b_2 x^2)} x10^{-3} \quad (B.5) \]

where as before, \( x = \ln Fr \). The result is

\[ C_M = (6.64 \times 10^{-3})/(1 - 0.677x + 0.0456x^2) \quad , \quad (B.6) \]

which works about as well as (B.3).
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Table 1a. Distribution of differences in SWH between the coupled Chalikov (CS) and the control runs for successive twelve-hour forecasts. The northeast Pacific has 534 grid points. The percentages of grid points in the region with SWH differences within the indicated intervals are given.

<table>
<thead>
<tr>
<th>Day Number</th>
<th>SWH Dif. (m)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.25--1.00</td>
<td>0.2</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00--0.75</td>
<td>0.6</td>
<td>1.1</td>
<td>0.2</td>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75--0.50</td>
<td>0.2</td>
<td>0.4</td>
<td>0.7</td>
<td>1.7</td>
<td>4.3</td>
<td>8.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50--0.25</td>
<td>3.0</td>
<td>4.7</td>
<td>4.7</td>
<td>6.2</td>
<td>13.3</td>
<td>10.3</td>
<td>29.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25--0.25</td>
<td>96.8</td>
<td>94.9</td>
<td>93.8</td>
<td>89.0</td>
<td>81.3</td>
<td>89.7</td>
<td>54.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25--0.50</td>
<td>0.6</td>
<td>0.9</td>
<td>2.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50--0.75</td>
<td></td>
<td>1.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75--1.00</td>
<td>0.6</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00--1.25</td>
<td>0.3</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25--1.50</td>
<td></td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total: 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Table 1b. Same as Table 1a for the ninety-six-hour forecasts.

<table>
<thead>
<tr>
<th>SWH Dif (m)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.50--2.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>-2.25--2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2.00--1.75</td>
<td></td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>-1.75--1.50</td>
<td>0.6</td>
<td></td>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.50--1.25</td>
<td>0.9</td>
<td>0.6</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.25--1.00</td>
<td>0.9</td>
<td>0.4</td>
<td>2.2</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00--0.75</td>
<td>0.2</td>
<td>0.9</td>
<td>1.3</td>
<td>2.1</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75--0.50</td>
<td>0.9</td>
<td>1.9</td>
<td>3.0</td>
<td>3.2</td>
<td>1.1</td>
<td>3.0</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>-0.50--0.25</td>
<td>8.4</td>
<td>4.5</td>
<td>8.8</td>
<td>9.6</td>
<td>3.2</td>
<td>6.2</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>-0.25--0.00</td>
<td>88.4</td>
<td>85.0</td>
<td>85.0</td>
<td>86.0</td>
<td>92.7</td>
<td>72.7</td>
<td>87.6</td>
<td></td>
</tr>
<tr>
<td>0.00--0.25</td>
<td>1.5</td>
<td>2.8</td>
<td>0.7</td>
<td>3.2</td>
<td>1.7</td>
<td>8.6</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>0.25--0.50</td>
<td>0.2</td>
<td>0.9</td>
<td>0.2</td>
<td>1.0</td>
<td>0.9</td>
<td>1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50--0.75</td>
<td>0.6</td>
<td></td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75--1.00</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00--1.25</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>1.25--1.50</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total 99.8 99.9 100.0 100.0 100.0 100.0 99.9
Table 2a. Twelve-hour forecast for successive days using CS approach. The northwest Atlantic has 274 grid points.

<table>
<thead>
<tr>
<th>Day Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWH Dif (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00--0.75</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75--0.50</td>
<td>1.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td>-0.50--0.25</td>
<td>2.4</td>
<td>4.5</td>
<td>2.1</td>
<td>0.4</td>
<td></td>
<td></td>
<td>2.8</td>
<td>8.0</td>
</tr>
<tr>
<td>-0.25--0.25</td>
<td>95.5</td>
<td>95.5</td>
<td>97.9</td>
<td>98.6</td>
<td>97.2</td>
<td>100.0</td>
<td>62.6</td>
<td></td>
</tr>
<tr>
<td>0.25--0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.1</td>
</tr>
<tr>
<td>0.50--0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75--1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00--1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>99.9</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>99.9</td>
</tr>
</tbody>
</table>
Table 2b. Same as Table 2a for the 96-hour forecasts.

<table>
<thead>
<tr>
<th>SWH Dif (m)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.50--1.25</td>
<td>0.3</td>
<td>1.4</td>
<td>0.3</td>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.25--1.00</td>
<td>0.7</td>
<td>0.3</td>
<td>4.5</td>
<td>1.0</td>
<td>5.5</td>
<td>1.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00--0.75</td>
<td>3.1</td>
<td>1.7</td>
<td>24.5</td>
<td>3.1</td>
<td>10.7</td>
<td>2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75--0.50</td>
<td>5.2</td>
<td>4.5</td>
<td>21.4</td>
<td>8.0</td>
<td>22.5</td>
<td>14.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50--0.25</td>
<td>100.0</td>
<td>100.0</td>
<td>85.8</td>
<td>89.3</td>
<td>45.9</td>
<td>70.9</td>
<td>54.0</td>
<td>76.1</td>
</tr>
<tr>
<td>-0.25--0.25</td>
<td>4.8</td>
<td>3.5</td>
<td>1.7</td>
<td>10.7</td>
<td>1.4</td>
<td>4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25--0.50</td>
<td>0.7</td>
<td>0.3</td>
<td>4.5</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50--0.75</td>
<td>100.0</td>
<td>100.0</td>
<td>99.9</td>
<td>99.8</td>
<td>99.1</td>
<td>89.4</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Total
Table 3a. Distribution of SWH differences between the Janssen (JS) and the control run. Successive twelve-hour forecasts for the northeast Pacific with 534 grid points. The percentage of grid points in the region with SWH difference within the indicated interval are given.

<table>
<thead>
<tr>
<th>Day Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWH Dif. (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75--0.50</td>
<td>0.4</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50--0.25</td>
<td>0.6</td>
<td>0.7</td>
<td>0.2</td>
<td>1.5</td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25- 0.25</td>
<td>97.9</td>
<td>94.8</td>
<td>98.9</td>
<td>100.0</td>
<td>99.8</td>
<td>97.2</td>
<td>96.8</td>
<td>95.3</td>
<td>95.1</td>
</tr>
<tr>
<td>0.25- 0.50</td>
<td>1.5</td>
<td>4.5</td>
<td>1.1</td>
<td>0.2</td>
<td>1.9</td>
<td>3.0</td>
<td>2.4</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>0.50- 0.75</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.1</td>
<td>100.0</td>
<td>99.9</td>
<td>99.1</td>
</tr>
</tbody>
</table>
Table 3b. Same as Table 3a for the 96-hour forecasts.

<table>
<thead>
<tr>
<th>Day Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWH Dif. (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.25--1.00</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00--0.75</td>
<td>0.2</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75--0.50</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50--0.25</td>
<td>6.7</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25--0.25</td>
<td>85.4</td>
<td>95.1</td>
<td>92.0</td>
<td>91.6</td>
<td>81.7</td>
<td>92.0</td>
<td>84.7</td>
<td>84.5</td>
<td>85.8</td>
</tr>
<tr>
<td>0.25--0.50</td>
<td>8.0</td>
<td>3.7</td>
<td>3.0</td>
<td>1.5</td>
<td>1.4</td>
<td>1.4</td>
<td>1.7</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>0.50--0.75</td>
<td>4.5</td>
<td>0.2</td>
<td>1.5</td>
<td>0.2</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75--1.00</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00--1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>98.6</td>
<td>99.9</td>
<td>99.9</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>99.9</td>
</tr>
</tbody>
</table>
Table 4a. Same as Table 3a for the northwest Atlantic

<table>
<thead>
<tr>
<th>Day Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWH Dif. (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25-0.25</td>
<td>98.9</td>
<td>98.9</td>
<td>96.0</td>
<td>100.0</td>
<td>96.0</td>
<td>96.0</td>
<td>99.3</td>
<td>90.9</td>
<td>98.9</td>
</tr>
<tr>
<td>0.25-0.50</td>
<td>1.1</td>
<td>1.1</td>
<td>4.0</td>
<td>3.6</td>
<td>4.0</td>
<td>0.7</td>
<td>9.1</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>
Table 4b. Same as Table 3b for the northwest Atlantic.

<table>
<thead>
<tr>
<th>Day Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWH Dif. (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00--0.75</td>
<td>0.3</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75--0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>-0.50--0.25</td>
<td>2.4</td>
<td>1.0</td>
<td>0.3</td>
<td>2.4</td>
<td>1.7</td>
<td>3.7</td>
<td>1.0</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>-0.25- 0.25</td>
<td>94.1</td>
<td>94.1</td>
<td>92.4</td>
<td>95.2</td>
<td>94.8</td>
<td>91.0</td>
<td>93.2</td>
<td>79.6</td>
<td>89.1</td>
</tr>
<tr>
<td>0.25- 0.50</td>
<td>3.1</td>
<td>4.5</td>
<td>6.9</td>
<td>4.8</td>
<td>2.4</td>
<td>6.6</td>
<td>1.0</td>
<td>13.3</td>
<td>8.8</td>
</tr>
<tr>
<td>0.50- 0.75</td>
<td></td>
<td>0.3</td>
<td>0.3</td>
<td></td>
<td>0.7</td>
<td>0.3</td>
<td>3.1</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>0.75- 1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.00- 1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.25- 1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>1.50- 1.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75- 2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td>Total</td>
<td>99.9</td>
<td>99.9</td>
<td>99.9</td>
<td>100.0</td>
<td>99.9</td>
<td>100.0</td>
<td>99.9</td>
<td>99.7</td>
<td>100.0</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS.

Fig. 1. Wave growth parameter vs inverse wave age for different values of the drag coefficient. Markers: Plant's data; solid lines: approximation from equations (2.7) and (2.8).

Fig. 2. Adaptation of Fig. 3 from Janssen (1989). Dimensionless wind speed as a function of dimensionless height for \( u_* = 0.7 \) m/s. The thin line represents \( \mu \to \infty \).

Fig. 3. Reproduction of Fig. 7 from Janssen (1989). Aerodynamic drag over sea waves as a function of wave age for two different parameterizations of Phillips' constant.

Fig. 4. The coupling procedure. Downward arrows indicate transfer of \( u_* \) from the atmospheric model to the wave model, and upward arrows indicate transfer of \( z_0 \) from the global wave model to the atmosphere model. The "hindcast" continues for all the days of the experiment. Every 24 hours at 0000 UTC a 120-hour wave forecast is initiated.

Fig. 5a. Contour plot of surface latent heat flux for the 24-hour forecast of the control run for 0000 UTC, January 8, 1992.

Fig. 5b. Same as 5a for the JS run.

Fig. 6a. Contours of roughness height \( (z_0) \) for the control run of January 8, 1992.

Fig. 6b. Same as Fig. 6a for the JS run.

Fig. 7a. Same as Fig. 5a for January 30, 1992.

Fig. 7b. Same as Fig. 5b for January 30, 1992, CS run.

Fig. 8. Contours of surface heat flux for the January 8, 1992 control run.

Fig. 8b. Same as Fig. 8a for the JS run.

Fig. 9. Vector differences in the surface stresses between the CS and control runs for 0000 UTC January 30, 1992.

Fig. 10. Same as Fig. 9 for the 10-m height winds.

Fig. 11a. Contours of differences in SWH between the CS run and the control run: coupled minus control. North Pacific for the 12-hour forecast valid 1200 UTC January 30, 1992. Solid contours indicate positive differences, dashed contours indicate negative differences. Contour lines over land should be disregarded.
Fig. 11b. Same as Fig. 11a for the north Atlantic.

Fig. 12a. Same as Fig. 11a for the 96-hour forecast valid February 3, 1992.

Fig. 12b. Same as Fig. 11b for the 96-hour forecast valid February, 2, 1992.

Fig. 13a. Forecast directional and frequency wave spectra at grid point located at 45°N -130°W for the 96-hour forecast valid 0000 UTC February 3, 1992 for the control run. Arrow on the margin of the directional spectrum indicates \( u_* \). Spectral densities are normalized relative to the maximum spectral density.

Fig. 13b. Same as Fig. 13a for the CS run.
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Figure 12b.
CONTROL RUN: DIRECTIONAL AND ONE DIMENSIONAL SPECTRA - 92020300

Frequency interval = 0.039 - 0.308. Directions from north (up)

LAT/LON = 45.0/-130.0. SWH = 8.3(m). U.STAR*10 = 7.50(m/s). DIR = 20.9

Figure 13a.
COUPLED RUN: DIRECTIONAL AND ONE DIMENSIONAL SPECTRA - 92020300

Frequency interval = 0.039 - 0.308. Directions from north (up).

LAT/LON = 45.0/-130.0. SWH = 6.8 (m). U.STAR*10 = 6.40 (m/s). DIR = 27.6

Figure 13b.


