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Non-differentiable observation operator in MLEF
minimization

1-d Burgers model simulating a shock-wave
 Nstate=81
 Nobs=81 (simulated observations)
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Non-differentiable observation operator

Discontinuity in the function 
and all its derivatives
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Analysis RMS error in the MLEF
and GRAD experiments
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MLEF vs. gradient-based minimization (GRAD)

Cost function

• Cost function and “gradient” norm show the benefit of the generalized
conjugate-gradient minimization (MLEF)

Gradient norm (GRAD)
Generalized Gradient norm (MLEF)


