
TOWARD REPLACING CURRENT NWP WITH DEEP LEARNING 
WEATHER PREDICTION
DALE DURRAN, JONATHAN WEYN, NATHANIEL CRESSWELL-CLAY, RICH CARUANA 
APRIL 2022



DURRAN                                                                                                                      UNIVERSITY OF WASHINGTON, 2022

MODERN NWP: DYNAMICAL CORE + PARAMETERIZATIONS

• Dynamical core: equations for conservation 
of mass, energy and momentum … 

• Large-scale air currents  

• Numerical approximation can be evaluated 
for order of accuracy, stability, … 

• Operational Models Rely on 
Parameterizations 

• Clouds and precipitation 

• Influence of the earth’s surface  

• Parameterizations are evaluated empirically!
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ADVANTAGES OF DEEP-LEARNING WEATHER PREDICTION

• NWP is very compute intensive 

• Difficult to produce many simulations of likely future states (large ensembles) 

• DLWP 

• Reduces the time required for each forecast by 2-3 orders of magnitude 

• Allowing a large number O(1000) of ensemble members 

• Potentially better defining the probable distribution of future atmospheric  states  

• Better estimating the chances of extreme events 

• Can replace empirical NWP-style parameterizations with `holistic’ machine learning. 

• Potentially crucial for the S2S forecasting problem
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OUR DLWP STRATEGY

• Like NWP, create forecasts by recursively stepping forward in time 

• Use just a few variables and coarse resolution to characterize the atmospheric state  

• It’s a starting point for DLWP 

• Limitations on atmospheric predictability suggest the space-time resolution 
required for NWP likely introduces more degrees of freedom than necessary to 
characterize the atmospheric state  

• For convergence: Δz < 200 m if Δx < 15 km   (Skamarock et al., 2019)
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THE POTENTIAL OF DLWP

• Predicting 500 hPa height 
using only 500 hPa height 
data 

• Machine learning beats basic 
equation-based NWP 

• Color fill shows error
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ADDING BAROCLINITY DATA (THICKNESS)
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• Z500 and 700-300 hPa 
thickness 

• Test set is 2007-2009 

• RMSE over 20—70° N 

• 2.5 x 2.5° resolution

700-300-hPa thickness  
adds little skill

Weyn, et al., 2019: Can machines learn to predict weather….
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INTENSIFICATION DETERMINED BY SINGLE-LEVEL DATA ???
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Hoskins et al., 1985:  On the use and significance of isentropic potential vorticity maps

500 hPa heights don’t obviously determine upper and lower level phasing
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DLWP BUILDING BLOCKS: CONVOLUTIONAL NEURAL NETWORKS

• Same filter coefficients multiply 
the input data at every point 

• 3x3 horizontal stencil 

• Learn many sets of these filter 
coefficients (64/128/256)
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DLWP BUILDING BLOCKS: CUBED SPHERE GRID

• Convenient for 3x3 spatial 
stencil 

• Train identical filters for 

• 4 equatorial-centered 
faces 

• 2 polar faces 

• sense of rotation 
reversed between polar 
faces
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U-NET ARCHITECTURE: NO GEO-SPECIFIC TRAINING
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OUR FIELDS ARE 2D ON SPHERICAL SHELLS

• 4 prognostic variables 
• 1000-hPa height 
• 500-hPa height 
• 300-700-hPa thickness 
• 2-m temperature 

• 3 prescribed fields 
• TOA incoming solar radiation 
• land-sea mask 
• topographic height
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• 48 x 48 points on each face of the cube 
sphere (figure is 20x20) 

• ~200 x 200 km quasi-uniform over the 
globe
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??? ???

INITIAL CONDITION:  FREE RUNNING 195 DAY SIMULATION
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500 hPa height (dm)

Black contours: 1000 hPa height Blue contour: 540 dm  

July 4, 2017 Climatology

• Loss function 
• MSE every 6 hrs 

over 1 day 
• Time step: 12 hrs 
• No physical constraints
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??? ???

YOU BE THE DISCRIMINATOR!  FREE RUNNING 195 DAY SIMULATION
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500 hPa height (dm) Black contours: 1000 hPa height Blue contour: 540 dm  

Simulation 12 UTC Jan 15, 2018 Climatology
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ANIMATION: FREE-RUNNING 1-YEAR FORECAST
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NEAR-SURFACE PREDICTIONS WITHOUT A BOUNDARY-LAYER 
PARAMETERIZATION
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• Model with 7 spherical shells of data 
• Total column water vapor 

• 150 x 150 km horizontal resolution
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COMPARE DAILY TEMPERATURE CYCLES

• 2-m temperature  

• 2 paired sites 
• Amazon & ocean 

• Australia & ocean 

• 2-day forecast 
• Initialized March 11, 

2018 at 00 UTC

16



DURRAN                                                                                                                      UNIVERSITY OF WASHINGTON, 2022

2-M TEMPERATURE FORECASTS

• Little temperature variation over oceans (land-sea mask) 

• Without sea-surface temperature input! 

• Larger diurnal variations over Australia than the Amazon  

• Total column water vapor?
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Amazon Pair Australia Pair

No geo-specific data!
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HURRICANES IRMA 
& JOSE

• 4-day single model 
forecast 

• 150 x 150 km 
resolution 

• 7 prognostic variables 

• Showing 

• 1000-hPa height 
(black) 

• 500-hPa height  
(color fill)
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DIAGNOSING PRECIPITATION WITHOUT A CLOUD-
MICROPHYSICS PARAMETERIZATION
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• 6 spherical shells of data 
• 150 x 150 km horizontal resolution
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CLOUD AND PRECIPITATION PROCESSES: UNDERLYING PHYSICS
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WSM6 PARAMETERIZATION OF CLOUD AND PRECIPITATION PROCESSES IN NWP
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Hong and Lim, 2006
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Fig. 1. Flowchart of the microphysics processes in the WSM6 scheme. The terms with red (blue) colors are activated 
when the temperature is above (below) 0 oC, whereas the terms with black color are in the entire regime of temperature.

sedimentation of cloud ice, the new microphysics 
scheme reveals a significant improvement in the high 
cloud amount, surface precipitation, and large-scale 
mean temperature through a better representation of 
the ice-cloud/radiation feedback.

Lim and Hong (2005) implemented the WSM5 
scheme into the fifth-generation Pennsylvania State 
University National Center for Atmospheric Re- 
search Mesoscale Model (MM5). They showed that 
for a locally developed heavy rainfall event over 
Korea, the impact of the revised ice microphysics 
scheme is significant, whereas ice sedimentation is 
more important for those cases of heavy rainfall that 
are associated with a mobile surface cyclone system. 
They also found that the sedimentation of cloud ice 
is crucial to the successful simulation of monsoonal 
precipitation and large-scale features within the East 
Asian summer monsoon.

This study further examines the performance of 
the WSMMPs. In addition to simple (WSM3) and 
mixed-phase (WSM5) schemes of HDC, a more 
complex scheme (WSM6) has been developed; this 
scheme includes graupel as another predictive va- 

riable. The performance of the three categories of the 
WSMMPs, that is, the WSM3, WSM5, and WSM6 
schemes, will be examined for an idealized storm 
case and a mesoscale convective system over Korea. 
Section 2 describes the development of the WSM6 
scheme. Section 3 outlines the numerical experi-
ments conducted in this study, and section 4 presents 
their results. Concluding remarks appear in the final 
section.

The WSM6 scheme has been developed by adding 
additional processes related to graupel to the WSM5 
scheme. In this scheme, new terms related to graupel 
are based on the reports of Lin et al. (1983) and 
Rutledge and Hobbs (1984). The prognostic water 
substance variables in this scheme include the mix-
ing ratios of water vapor ( Vq ), cloud water ( Cq ), 
cloud ice ( Iq ), snow ( Sq ), rain ( Rq ), and graupel 
( Gq ). The microphysical properties in the WSM6 

6 variables 
(single moment)

30 April 2006 Song-You Hong and Jeong-Ock Jade Lim 143

drop, if T T0.
The accretion of rain by snow is also assumed to 

follow the continuous collection equation, which 
can be expressed as
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With the assumption that the difference in the sed-
imentation velocity for snow and rain with respect 
to the diameter of snow can be neglected, the Eq. 
(A8) can be expressed as
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dividing it by ρ  to transform the unit from kgm-3s-1 
to kgkg-1s-1, the accretion of rain by snow is given 
by 
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where Pgacw and Psacr will contribute to the rain 
content if T T0 . Similarly, the accretion of snow 
by rain is given as
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where Psacr and Pracs occur only when T T0 .
Also, the accretion terms of rain (Pgacr) and snow 

(Pgacs) by graupel are of the form:
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where Pgacr will contribute to Pgeml, if T T0.

The accretion terms, which consider the cloud ice 
falling velocity, are the processes of accretion of 
cloud ice by rain, snow, and graupel. The accretion 
of ice by rain is also assumed to follow the con-
tinuous collection equation:
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FIG. 1. Ice crystal numbers as a function of cloud ice amount derived in this study.

lation of NI with cloud ice mixing ratio that seems to
give a reasonable variation of NI with ice mass. Given
the typical range of qI, NI ranges from 104 to 105 m23.
This range of NI complies with the recent observational
analyses for NI (Ryan 2000). At a given cloud ice
amount, NI gets larger in turn for single columns, bullets,
and rosettes, but the relative difference is not significant.
In a preliminary test, it was found that the choice of
the habit of ice in NI does not result in a significant
impact on microphysical behavior. Thus, we chose the
median set of values NI, which is that for single bullets.
The resulting mass, diameter, and number concentration

relationships developed in this study are as follows:
21 4 1.31V (m s ) 5 1.49 3 10 D , (5a)I I

0.5D (m) 5 11.9M , (5b)I I

23 7 0.75N (m ) 5 5.38 3 10 (rq ) , (5c)I I

23 211 1.33rq (kg m ) 5 4.92 3 10 N ,I I

30 45 8.38 3 10 M ,I
22 85 2.08 3 10 D , (5d)I

where again all units are in MKS. We slightly changed
the coefficients for the mass–diameter relation for sim-
plicity. The mass versus diameter formula has a square
power as in RH83. Recall that Eq. (5c) ensures that the
mean terminal velocity, I, is the same as that ofV
Heymsfield and Donner (1990) [Eq. (1)] for a given
cloud ice amount when this relation is used in con-
junction with a velocity–diameter relation (5a) derived
by Heymsfield and Iaquinta (2000). The current scheme
allows for consistent ice crystal sizes to be used for both
sedimentation and ice microphysical processes, which

is an improved aspect compared to the old scheme. Ex-
isting schemes implicitly ignore this connection unless
they relate the fall speed of ice crystals to a mean di-
ameter that is also used in the microphysics.

c. Intercept parameter for snow (n0S)

RH83 and D89 treat the spectral intercept parameter
for snow (n0S) as a constant (2 3 107 m24) despite its
strong dependency on temperature in nature (Ryan
1996). Based on Houze et al. (1979), n0S can be ex-
pressed as

24 6n (m ) 5 2 3 10 exp[0.12(T 2 T)]. (6)0S 0

The above formula indicates an increase of the n0S as
the temperature decreases. The computed values are giv-
en an upper bound of 2 3 108 m24 since there is no
observational evidence at cloud temperatures below
2358C (Ryan 1996). With this formula, the slope pa-
rameter of the size distributions for snow, lS 5 (prSn0S/
rqS)1/4, where rS is the density of snow and qS is the
mixing ratio of snow, increases from 103 m21 to 104
m21 as cloud temperature decreases for typical snow
concentrations of 0.1 3 1023 to 1 3 1023 kg kg21. This
formula implicitly represents broadening of the snow
spectra at higher temperature that is well documented
in observational studies (Houze et al. 1979; Ryan 1996).
The value of 2 3 107 m24 of RH83 and D89 cor-

responds to that at T 5 219.58C in Eq. (6). The increase
of n0S at colder temperatures means an increase of snow
number concentration, which enhances the rate of ac-
cretion of ice and sublimation/deposition of snow and
reduces the sedimentation of snow through the reduced
mean size of snow aggregates.
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DEEP LEARNING DIAGNOSTIC PRECIPITATION TEST — 1

• Precipitation is diagnosed 
from the ERA5 analysis of 
• 1000-hPa height 
• 500-hPa height 
• 300-700-hPa thickness 
• 2-m temperature 
• 850-hPa temperature 
• Total column water vapor 

• In the spirit of Larraondo et 
al., 2019  
• U-net: 1000, 800, 400 hPa 

height

22
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DEEP LEARNING DIAGNOSTIC PRECIPITATION TEST  — 2

Same 

• U-net architecture 

• 6 2D variables

23

Training loss is a function of
Rasp & Thuerey (2021)
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ENSEMBLE PERFORMANCE

• DLWP vs European Centre for Medium Range Weather Forecasts (ECMWF) 

• 208 forecasts over 2-year period

24
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COMPARING KEY MODEL ATTRIBUTES

25

Journal of Advances in Modeling Earth Systems

32-member DLWP MM ensemble at forecast lead times up to 6 weeks. The magnitude of the bias is roughly 
comparable to that shown for 2-m temperature in Weigel et al. (2008). Warm biases are present over the 
northern hemisphere land masses, along with a cold bias over Antarctica. There are also warm biases in 
subtropical regions commonly dominated by marine stratocumulus clouds off the Pacific coasts of North 
and South America. These biases gradually amplify as the forecast lead time increases, although the globally 
averaged spatial-mean bias (noted in each panel) decreases at longer lead times. The tendency of increasing 
local biases to better cancel in the global mean at longer lead times is interesting and perhaps surprising 
because the model is only trained to minimize T2 errors over the first 24 h of the forecast—no global ener-
gy-balance constraints are imposed.

Bias correction has a positive impact on the control forecast and on the IC, MM, and the grand ensembles. 
Although the RSME and spread of the MM and grand ensembles are almost identical over the first 14 days, 
at longer lead times, and particularly after bias-correction, the grand ensemble is clearly superior to the MM 
ensemble (not shown). The performance of the grand ensemble will, therefore, be our focus throughout the 
remainder of this paper.

3.5. ECMWF Ensemble Benchmark

In addition to the persistence and climatology benchmarks, which serve as a baselines that must be exceed-
ed by any skillful forecast, we will also compare our results against the state-of-the-art ECMWF 50 member 
S2S ensemble and a higher resolution ECMWF control simulation (Vitart et al., 2017). Errors are computed 
with respect to ERA5 data that is downloaded at 1° resolution, transformed onto our cube-sphere grid, and 
then transformed back to a 1.5 × 1.5 latitude-longitude grid. Our DLWP forecasts are transformed to the 
same 1.5 × 1.5° grid for the computation of all forecast metrics. The archived ECMWF S2S forecasts, avail-
able on a 1.5 × 1.5° grid, are first transformed to the cube sphere and then back to the 1.5 × 1.5° analysis 
grid because this procedure removed discrepancies in model terrain thereby improving the ECMWF error 
metrics for T2 when evaluated against the same validation data as the DLWP ensemble. Bias correction 
was also performed on the ECMWF S2S control and ensemble forecasts on the 1.5 × 1.5° grid, with the 
methodology following that of the operational ECMWF forecasts. This correction is very similar to the bias 
correction applied to our DLWP model, but with a few differences: the last 20 years of reforecasts are used 
instead of a fixed period of 25 years; 10 ensemble members with perturbed IC and physics are run for each 
reforecast; and only the forecasts for dates within one week, instead of 28 days, of the target operational 
forecast issue date are used.

3.6. Summary

The following summarizes the construction of the DLWP grand ensemble.

1.  Eight distinct training cycles of the DLWP CNN were produced with different random seeds as a first 
step in generating a multi-model ensemble with 32 members.

WEYN ET AL.

10.1029/2021MS002502
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DLWP ECMWF

Atmospheric fields 6 2-D variables 9 prognostic 3-D variables; 91 vertical levels
Horizontal resolution 150 km 18 km (36 km after day 15)
Atmospheric physics 3 prescribed inputs Many physical parameterizations
Coupled models None Ocean, wave, and sea ice models
Initial condition perturbations 10 (ERA5 uncertainty) 50 (SVD/4DVAR)
Model perturbations Perturbed CNN weights Stochastic physics
Ensemble members 320 (+control) 50 (+control)

Table 2 
Comparison of Key Attributes of Our DLWP Ensemble and Those of the State-of-the-Art ECMWF Ensemble for 
Extended-Range Forecasting

6 spherical shells 819 spherical shells                                        
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ENSEMBLE PERFORMANCE: DETERMINISTIC LEAD TIMES
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3 days
3 days

DLWP ensemble: 32 stochastically perturbed models  x  10 initial conditions = 320 members
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ENSEMBLE PERFORMANCE: S2S LEAD TIMES

27

Anomaly correlation coefficient of the ensemble mean

Persistence is computed as the 2-week-averaged anomaly just prior to the initialization

Black bar: 95% confidence interval.  Black dots: best and worst forecast.
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PROBABLISTIC SCORES OF ENSEMBLE FORECASTS

• Continuous ranked probability score 
(CRPS) 

• Evaluates the integrated square error 
between the forecast and observed 
cumulative probability distribution 

• Reduces to mean absolute error for a 
deterministic forecast 

• Dimensional score, lower is better.
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CRPS: DLWP VS CURRENT ECMWF S2S ENSEMBLE

• Global, annual average 

• DLWP & ECMWF tied in week 
4 and weeks 5-6 

• Both ensembles beat 
persistence and climatology
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CONCLUSIONS

• DLWP has the potential to revolutionize weather forecasting, echoing of the impact 
produced by the introduction of NWP in the 1950’s 
• Data-driven AI-based weather prediction has been enabled by advances in 

algorithms and hardware. 
• DLWP may be particularly appropriate for sub-seasonal forecasting. 

• DLWP can learn dynamics and physical parameterizations at the same time. 
• Integrated approach to Earth-system modeling for sub-seasonal & seasonal forecasts 

• The speed of DLWP allows use of much larger forecast ensembles O(1000). 
• Large well-calibrated ensemble would 

• Better define the probable distribution of future atmospheric states 
• Better capture extreme events. 

• 320-member ensemble of 1-month forecasts stepped forward with 12-hr time step 
(and 6-hr resolution) requires ~2 seconds on one NVIDIA V100 GPU 
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