Update on OSSE Activities (9/13/2006)
OSSE Meeting on 7/11/2006

Attendees: 

Lars Peter Riishojgaard (LPR),  Oreste Reale (OR), Sidney Wood (SAW),  Joe Terry (JT), Ronald Errico(RE),  Juan Jusem, Zoltan Toth (ZT), Jack Woollen (JW), Yuchang Son(YS), Dan Pawlak (DP), Michiko Masutani (MM)

Teleconference attendees:
Thomas W Schlatter (TWS), Steve Weygandt, Yuanfu Xie (YX)
Meeting to meet Yuanfu Xie on 8/24/06
Attendees:
Yuanfu Xie, Joe Terry, Jack Woollen, Yucheng Song, Michiko Masutani

Yuanfu will visit NCEP for six months to work on the new nature run.  He visited NCEP for one week to setting up his visit.  What we discussed in this meeting is included within this note.
Next OSSE meeting:  Thursday September 21st in rm 209 in WWB.  ECMWF, KNMI and  ESRL will join through teleconference or VTC.
Submit ideas and comments to following coordinators:

Diagnostics and evaluation: Oreste Reale



(This item will not be covered on 9/21 but in the following meeting.)


Strategies of Calibration:  Michiko Masutani


Simulation of conventional data:  Jack Woollen and Joe Terry


Simulation of radiance data: Lars Peter Riishojgaard

Simulation of DWL:  SWA (Dave  Emmitt)

Simulation of Cloud track wind:  SWA (Dave Emmitt) and Joe Terry 


List of any possible OSSEs to be considered:  Michiko Masutani


Criteria for a credible OSSE: Tom Schlatter

Each coordinator will prepare slides and summary notes for the September 21st meeting.  The the above list of areas was made during the last meeting.  If you have any suggestions please contact Michiko.

Summary of the July and August meetings
1.  Progress in nature run integration at ECMWF

Just before the meeting, Erik Andersson sent email about the progress regarding the nature run.  He said the precursor T159 run was completed and found some discontinuity when operational model changed from T511 to T799.

After the meeting, on 7/13, Michiko sent a summary email attached as Appendix A to Erik Andersson.  Erik submitted the T511 L91 nature run and the 13-month integration was completed by 7/17.

The job was completed using 384 (96*4) processors with the ECMWF model version cy31r1.  The period covers 20050510-20060531 with 3-hour write ups.   The problem in SST seems to be resolved.   The details are attached as Appendix B.

Initial diagnostics was performed by ECMWF and posted from NCEP OSSE web site.
Appendix.H.

2. Disk space and data format

OR expressed concern about resolution of pressure level data.

JT mentioned  that spectral to grid conversion and packing and unpacking grib code is taking a significant amount of time.

LPR emphasized that disk space is getting cheaper.

At least 15-20 TB  disk space must be requested for each group.


NCEP requested  50TB of space on tape, and 20TB  on disk.


SIVO requested 20TB on disk.

Factors that affect the disk space

Spectral, Reduced Gaussian or expanded Gaussian (ratio of data size 1:1.5:2)
Length and number of high-resolution nature run.  
Two six–week periods or only one 

Grib2 or grib1 (ECMWF Grib2 data are same size as grib1.)
   2.1  Selection of the number of  period for high-resolution nature runs: 
LPR strongly recommended a hurricane period;
TWS strongly recommended an active convection period;
It will be very difficult to select one period for the high resolution NR and all agreed three weeks will be too short for any OSSE. 

   2.2. Grib code and data format:
●Using grib2 reduces the size of files by 30% to 80% at NCEP but does not compress the size at ECMWF.
●Grib2 is designed to help compatibility among institutes and future support.

●Many programs such as grads do not support grib2 yet.  

●NCEP and ECMWF technical staffs are working on compatibility between ECMWF and NCEP grib2 programs.  This process involves some debugging.  

●ECMWF grib1 decoder worked on the new NCEP IBM (pw5) with help from the ECMWF data support section.  Make sure the latest decoder is downloaded, which will need some work.
●Jack suggested using binary data.  NCEP sigma file and surface files have well defined data structures.  Use compress command to reduce the data size instead of using a compressed data format such as grib or NetCDF.
●NCEP has cnvgrib utility to convert between grib1 and grib2.  cnvgrib does not work for spectral data and may not work with ECMWF grib data.

●If we receive the data in grib1 format the data may not be readable in the future.

●If we receive the data in grib2 format the data may contain errors.  

      Possible Options
A.  Receive the data in grib1 and. convert to NCEP grib2. 
or

Receive data as grib2 and convert to grib1 if necessary.
B Save model level data in local (NCEP, GMAO, or EARL) model binary format with compression. 

3.   Listing of  tasks before doing OSSEs

   3.1 Evaluation of the nature run:  Initial evaluation will be done by ECMWF and monthly average diagnostics will be provided.
   3.2 Development of forward models
   3.3 Any work to be done on the data.

   3.4 Simulation of basic data (make a list for each category).
   3.5 Calibration
Yuanfu suggested that we need to separate the work of simulating observational error from the simulation of the basic data set. 

4. Nominate contact person for each task and sharing the work.
   OR:  Metric for evaluation of data impact and evaluation of the nature run.
   JW, JT:  Simulation of surface data, RAOB
   JT, SWA:  Simulation of Cloud Motion Vector

   LPR:  Simulation of (existing and new types)Radiance data
   SWA:  Simulation of DWL data

   MM:  Strategies of Calibration 
   MM:  Maintains the list of instruments considered for OSSEs

   TWS:  Coordinate the discussion about criteria for a credible OSSE
    See Appendix C.
 

5. Next meeting scheduled
The next meeting will be at 10 a.m. EDT on Thursday September 21st  just before DWL meeting.  ECMWF, KNMI, and ESRL will participate via  through teleconference or VTC.  Rm 209 and VTC, teleconference are reserved.

Appendices A - H are attached
Appendix A

E-mail sent from Michiko to Erik Andersson on July 13

We had a very lively discussion on OSSEs yesterday.  I have attached the agenda in a ppt file.  I am working on a summary of the meeting.  There are a few items which involve ECMWF:

A. High resolution nature run 

In our last meeting we discussed how to select the focus period with high resolution.  There are strong arguments that 3 weeks is not long enough to produce any useful results.  We need at least 6 weeks.  On the other hand we found it is very difficult to select just one period.  Both hurricanes and mid-latitude storms are important.    We probably need two six-week periods for the high resolution nature run.

B. Resolution of pressure level data

Thank you very much for accommodating our request to add ten more levels.  In my

email sent on  April 27th I mentioned   “We recommend T319 data (which is about 0.5 degree resolution) at pressure levels for US users, and NOAA and/or NASA will produce grid point data.”   However, so far ECMWF has committed to 1x1 grid point data.  In the meeting we agreed that 1x1 degree is too coarse even just for the evaluation.  

C. The amount of data transferred from ECMWF to US depends on whether we use grib2 or grib1 format.  I hope the ECMWF data section and the NCEP computing division (NCO) will come up with a recommendation.

D. Disk Space

How much data is ECMWF ready to send to US on hard disk?

E.  T159 run

If we can receive some T159 data in grib1 spectral format, that will help us develop the system on the US side and gain experience.  The amount of the data should be manageable for downloading across the internet but still enough to assess the system.  

We nominated a few leaders for the main subject areas.  I will send you the meeting notes shortly.

Appendix B


The IBM engineers gave a few users exclusive access to the new computer last weekend. I took the opportunity to submit the nature Run, using 384 (96*4) processors. 
It is T511, 91 levels, cy31r1, 20050510-20060531, 3-hour output files, as agreed between NCEP and its partners. 

The job ran and generated 2.2 Tbyte of gribbed data, which is currently sitting on disks and is (slowly) being archived into MARS.  The IBM engineers will take the machine back for further functional tests tomorrow morning, and current estimates are that the nature run archiving will have completed by then. 

I won't be able to make other than a very brief evaluation of the NR now, as I'm going on holiday tomorrow. The SST, ice and Ts fields look OK, with the expected seasonal variations. The Z 500 also looks OK. Looking quickly at daily 1000 hPa Z maps for the Caribbean, I've been able to spot nine hurricanes between June and November. One made landfall in Florida.   There might be some more hurricanes visible in the wind field. 


[image: image2.wmf]

The NR has run to its end, that is, the complete 13 months. Only some of the archiving (about 1/3) to MARS tapes remains. I can plot the not-yet-archived data from the IBM disks.

Most of your questions deal with the data amounts to be transferred to the US. The full resolution data (including pressure levels) have been generated by the nature run, and are being archived in MARS in grib1 format. We have several choices to make about what can be shipped to the US practically and how. I cannot promise beyond what was committed earlier by ECMWF in writing. But we'll come back to these issues in August/September, and see what we can do.

Appendix C  Comments from Tom Schlatter

I'll put in writing here what I suggested during the meeting.

Once we have determined who will generate hypothetical observations of each type,
the responsible individual/organization should spell out in as much detail as
practicable: 1) the forward model that will generate the "perfect" observation from
the nature run (by interpolation and, in many cases, by a much more complicated
forward model, for example, a radiative transfer model); and 2) the nature of the
errors to be added to the perfect observation and how they will be determined.
The entire group should have least have the opportunity to comment on these
plans BEFORE the computing begins.  This pertains to just one aspect of the OSSE
(generation of hypothetical observations from the nature run), but I agree with Ron
Errico, it is probably the most critical aspect.



Appendix D  Comment from Ron Errico


About OSSE discussion:  the point is simply that one critical question has not even been mentioned yet:  How are the obs errors going to be specified.  For example, will they include the errors of representativeness or just the instrument error? Will they be unbiased? will they include grross errors?  This must be answered before the selection of forward models is made. The selection of those models have been discussed by the group but without mention of how they fit in with the error issue.  the danger is that, without thought, errors are effectively introduced twice.  Or, the observation acceptance rate by the quality control significantly alters the observation count. 


These can easily adversly affect the the realism of the OSSE, but such 
distortion can easily be prevented with a little fore thought and attention. The main problem is, however, that currently modeling of observation error is an art rather than science.  We have little concrete information to utilize, for the very reason that it is generally neglected by most developers and users of instruments, except for a few data assimilation experts. It is hard to teach such art, and experience is required.  It is not simply gathering software from others and putting it together. It takes much thought and experimentation. 
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Appendix F.  Meeting between programmers

NETCDF:  ESRL has a converter between grib and NETCDF

HDF:  NASA has a converter between HDF and BUFFR

Grib2 and grib1

ECMWF sent us spectral data, reduced gaussian grid data, and full gaussian grid data in grib1 and grib2 formats.  The size of the data are almost identical between grib1 and grib2 at ECMWF.  NCEP grib1 does not handle spectral coefficiants but grib2 handles spectral coefficients including complex packing.

Spectral or grid

Horizontal resolution of pressure data:  1x1 is too coarse so we need about 0.5 degree.  
Michiko suspects that 1x1 may be hard wired at ECMWF, but ECMWF confirmed 1x1 is not hard wired and their concern is only space.

Appendix G.   Nature Run Storage Space at GSFC
Estimated by Joe Terry 

8/25/06

             CURRENT SIZE ESTIMATES OF ECMWF NATURE RUNS

Assumptions

-----------

1) Size of T511 model level GRIB files is approximately half the size of

   the T799 data for one time period).  The T511 size needs to be

   determined more precisely since this is a very gross approximation.

2) We receive exactly 12 months of T511 data.

3) Pressure level data will be provided at 1 degree on a reduce Gaussian

   grid.

4) No change in the number of quantities relative to sample data.

5) The length of each of the two high resolution T799 nature runs will

   be six weeks.

6) Compression estimates are based on the 'compress' command using

   Lempel-Ziv coding on the Goddard SGI Dirac machine.  Compression 

   test was performed on a 500hPa geopotential field for one time

   period in flat 32-bit binary.  'gzip' performed similarly.

Data set size computation

-------------------------

GRIB size computed as:

   [size of one synoptic time sample] x [#days] x [#times per day]

Binary size computed as:

  [#lon pts] x [#lat pts] x [#levels] x [#quantities] x [#days] x

  [#times per day] x [4 bytes]

=============

Nature run #1

=============

Resolution:   T511 (~.35 deg, N256 gaussian, 1024x513 regular grid)

              Pressure level data at 1 deg, 360x181.

Length:       one year  (365 days)

Interval:     3 hours  (8 times per day)

#levels:      91

#quantities:  13 upper level (GRIB), 11 upper level (binary),

              74 surface.

Model level fields

------------------

GRIB version1:  0.7 GB x 365 x 8 = 2.04 TB

Binary:         1024 x 513 x 91 x 11 x 365 x 8 x 4 = 6.14 TB

Pressure level fields

---------------------

GRIB version1:  44 MB x 365 x 8 = 0.13 TB

Binary:         360 x 181 x 91 x 11 x 365 x 8 x 4 = 0.76 TB

Surface fields

--------------

GRIB version1:  60 MB x 365 x 8 = 0.18 TB

Binary:         1024 x 513 x 74 x 365 x 8 x 4 = 0.45 TB

Total size (model + pressure + surface data)

----------

GRIB version1:  2.04 + 0.13 + 0.18 = 2.35 TB

Binary:         6.14 + 0.76 + 0.45 = 7.35 TB

                                     -------

Total:                               9.70 TB 

Note:

Compression of binary data will reduce its size by about 45% from

7.35TB to 4.04TB.  So total will reduce from 9.70TB to 6.39TB.

====================

Nature run #2 and #3

====================

Resolution:   T799 (~.22 deg, N400 gaussian, 1600x801 regular grid)

Length:       six weeks  (42 days)

Interval:     1 hour  (24 times per day)

#levels:      91

#quantities:  13 upper level (GRIB), 11 upper level (binary),

              74 surface.

Model level fields

------------------

GRIB version1:  1.4 GB x 42 x 24 = 1.41 TB

Binary:         1600 x 801 x 91 x 11 x 42 x 24 x 4 = 5.17 TB

Pressure level fields

---------------------

GRIB version1:  44 MB x 42 x 24 = 0.04 TB

Binary:         360 x 181 x 91 x 11 x 42 x 24 x 4 = 0.26 TB

Surface fields

--------------

GRIB version1:  119 MB x 42 x 24 = 0.12 TB

Binary:         1600 x 801 x 74 x 42 x 24 x 4 = 0.38 TB

Total size (model + pressure + surface data)

----------

GRIB version1:  1.41 + 0.04 + 0.12 = 1.57 TB

Binary:         5.17 + 0.26 + 0.38 = 5.81 TB

                                    --------

Total:                               7.38 TB

Note:

Compression of binary data will reduce its size by about 45% from

5.81TB to 3.20TB.  So total will reduce from 7.38TB to 4.77TB.

*********************************************************************

Grand Totals (assume one T511 nature run and two T799 nature runs)

------------

      *****  Without compression  *****

GRIB version1:  2.35 + 2 x 1.57 =  5.49 TB

Binary:         7.35 + 2 x 5.81 = 18.97 TB

                                  -----

               TOTAL DISK SPACE = 24.46 TB

      *****  With compression  *****

GRIB version1:  2.35 + 2 x 1.57 =  5.49 TB

Binary:         4.04 + 2 x 3.20 = 10.44 TB

                                  -----

               TOTAL DISK SPACE = 15.93 TB

*********************************************************************

Appendix H.

Adrian Tompkins of ECMWF produced  Monthly, Quaterly and Yearly 
diagnostics of T511 ECMWF nature run.  Totally 831 files are generated.  I have posted files and documents at 
http://www.emc.ncep.noaa.gov/research/osse/NR/ECMWF_T511_diag 
      Nature_Run511_climplot.tar  Original files from ECMWF 
            Plot file with 132 MB 
            Contains monthly, quaterly and annual mean diagnostics 
         Quaterly and Monthly diagnostics files in ps format.  They are 
         compressed individually 

      tm452.pdf  TechMemo 452 Tompkins et al. (2004) 
      tm471.pdf  Jung et al.  (2005) TechMemo 471. 
      climplot_README.txt: description of the files.


Files are converted to jpg format and posted at 
http://www.emc.ncep.noaa.gov/research/osse/NR/ECMWF_T511_diag/Nature_Run.jpg
Monthly, quarterly and yearly mean diagnostics are posted in the subdirectory

Monthly, Quarterly and Yearly.  Files are tared and saved as 
http://www.emc.ncep.noaa.gov/research/osse/NR/ECMWF_T511_diag/Nature_Run511_climplot.jpg.tar 
compression was not performed because compression does not reduce the  size much. 

Uncompressed monthly, quarterly and yearly mean ps files are also 
posted.  Files are tared then compressed and saved as 
http://www.emc.ncep.noaa.gov/research/osse/NR/ECMWF_T511_diag/Nature_Run511_climplot.ps.tar.gz
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