=== POLICY ===

The Zeus login ("frontend") nodes provide access to the rest of the cluster.  They are intended for code and batch job management tasks, not for computation.  Login nodes should ONLY be used for tasks similar to the following:
  * Editing and compiling code
  * Organizing data on project and home directories
  * Copying data on and of off the system
  * Performing other operations that require external access
  * Running very short (less than 1 minute) "glue" jobs.

Tasks that do not fit into the above categories should be run via the batch system.  Processes that use a significant amount of CPU cycles or use a large amount of memory, particularly if they execute regularly, are better suited to be run on a compute node than a frontend.  There are two ways user can do this:
  * Create a batch script and submit it as a compute or serial job
  * Use a dedicated node or nodes in an interactive job session

When processes are found that violate this policy, administrators will:
  * First violation, send a warning notice to the user.
  * Second violation, kill the offending processes.
  * Third violation, disable the user account.
If the problem is significant and causing negative impact on other users or on stability of the system itself, the processes will be killed without warning.

=== FRONTEND SYSTEM LIMITS ===
(/etc/security/limits.conf)

In general, the "soft" limit should be good enough for most users.  The "hard" limit should be a not-to exceed value even if the users really know what they are doing.

*		soft    memlock         4194304
*		hard    memlock         8388608
*		soft    nofile          6400
*		hard    nofile          64000
*		soft	locks		64
*		hard	locks		1024
*               soft    nproc           64
*               hard    nproc           512
*		soft	cpu		100
*		hard	cpu		2000
%		soft	maxlogins	20
%		hard	maxlogins	20
root		soft	maxlogins	20
root		hard	maxlogins	20


=== COMPUTE SYSTEM LIMITS ===

*               soft    memlock         unlimited
*               hard    memlock         unlimited
*		soft    nofile          64000
*		hard    nofile          64000
*               soft    nproc           1024
*               hard    nproc           1024

Note: the compute "nproc" setting might need to be changed depending on how job launches are done.  If one or two (ssh) processes are needed on the head node per task then 4096 would be reasonable.  If torque does the launching, it could be as low as 64.

