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Background
NCEP is working to utilize Gaea HPC to accomplish the approved projects detailed in Appendix A.  Initial utilization attempts by four NCEP staff over the last several months have been slow to show results.  A number of process and technical issues must be addressed to enable successful utilization of the resource.
NCEP Director Louis Uccellini was briefed on the status of R&D HPC utilization in the monthly NCEP HPC Resource Allocation Council meeting on September 6, 2011.  As a result of that briefing he directed NCEP management in NCO and EMC to take action to accelerate the work on Gaea.
Actions To-Date
GFDL, ORNL and NOAA OCIO staff held the quarterly Gaea Management Meeting at NCEP on September 7-8, 2011.  The afternoon of the first day was devoted to a meeting with NCEP users and management and included a Gaea overview, a User’s Briefing and a Discussion Forum with NCEP current and potential users.  Approximately 20 additional user accounts were provided to NCEP.
A management meeting on the second day identified a number of specific issues to be addressed and after coordination with the NOAA HPC Integrated Management Team (HPC IMT) work has begun as outlined below:
Near-Term Actions (2-6 weeks)
1. User Support – Help Desk
a. NCEP will identify a person/group that will review all Gaea-related help requests at NCEP.  Issues will be addressed at the lowest level and escalated to the GFDL help desk when then cannot be locally addressed.
b. The HPC IMT has approved a help desk escalation.  A senior admin for two months (to help with the documentation and assure tickets are addressed) will be provided by HPTi.
c. GFDL  is considering putting in place a dedicated Gaea help desk queue.  A dedicated queue can make it easier to filter/escalate tickets and expose the queue to other groups as necessary.  Tickets would still be reviewed before GFDL would escalate a ticket with ORNL.
2. User Support – Training
a. NCEP users were provided with a quick start guide and overview on September 7.
b. A full-day training session with NCEP users has been scheduled for October 6 and will included training on Moab (CSC) and the Cray (ORNL).
c. A Gaea “skeleton script” for general use is in development at GFDL and will be reviewed/enhanced by ORNL.
3. NCEP Data Movement and Protection
a. NCEP communicated high level data movement and protection requirements to GFDL and ORNL staff.  There does not appear to be an issue with supporting the requirements.
b. NCEP has established a technical lead for centralized data movement between NCEP systems and Gaea to minimize user actions which have a high likelihood of duplicated effort.
Longer-Lead Actions
1. Documentation
a. Development of more comprehensive on-line user documentation is necessary for NCEP and NOAA to successfully utilize Gaea.
b. Documentation of the current Gaea baseline of installed utilities, compilers and libraries need to be provided to NCEP.
2. Data Movement and Protection
a. N-WAVE pathways must be identified to support the efficient movement of NCEP data between NCEP systems and Gaea.
b. Gaea account management must be extended to identify permissions for NCEP users to access NCEP restricted data and to notify privileged users of the requirement to no move NCEP restricted data out of protected areas.
c. NCEP and GFDL need to identify the optimal location for storing NCEP data and common utilities on Gaea, namely: Some disk space (on the order of 20 TB) on fast scratch that will not be scrubbed and can be seen from compute nodes to: 
Hold codes, scripts and fixed files
Keep a rotating archive of 18-month’s worth of conventional and satellite data 
Routine Issues to be opened with helpdesk
1. Data Movement and Protection
a. Successful access to the NCEP software repository from Gaea needs to be established.
2. System Utilization
a. Cray has reproduced NCEP problems with code scaling.  Resolution needs to be accelerated.  Helpdesk tracking will help to address this issue and avoid future repeats.


Appendix A – NCEP Work Plans for Gaea
1. Climate Model Processes
NOAA Goals:  Climate Adaptation and Mitigation, Weather-Ready Nation, Healthy Oceans, Resilient Coastal Communities and Economies
NWS Service Area: Climate, Hydrology, Renewable Energy
a. North Atlantic Process modeling studies
Preliminary verifications of the NCEP Climate Forecast System, Version 2 (CFSv2) indicate an area between Iceland and Greenland with very high verification scores for seasonal SST prediction out to 9 months, on par with Pacific SST prediction. We need to investigate and understand the nature of this anomalous predictability. It may involve any of the following:
· Sea-ice
· Ocean overturning
· North Atlantic Oscillation (NAO) linkage

b. Madden-Julian Oscillation (MJO) modeling process studies
Comparison of MJO scores, CFSv2 vs CFS Version 1 (CFSv1), shows a very large improvement in predictive skill for the range of week 1 to week 4. The nature of the improvement must be studied to provide understanding of MJO prediction and to lay a knowledge foundation for development of the next CFS (Version 3).  Possible explanations for the skill increase are:
· Better tropical atmospheric initial conditions
· Improved air-sea interaction by coupling the atmosphere and ocean at high frequency
· Better convective parameterizations in CFSv2

c. Diagnosing interactions between the troposphere and stratosphere
· Study prediction skill in the stratosphere, itself, in the CFSv2.
· Study impact of stratospheric skill on the tropospheric predictions
· Study mass circulations created by convective and orographic forcing using CFSv2 isentropic forecast output

d.  Generate a 32 year climatology of North American surface conditions at 2.5 km 
Using NCEP’s Real-Time Mesoscale Analysis (RTMA) we propose to generate a 30 year climatology of surface temperature (at 2 m), dew point (at 2 m) and wind (at 10 m) for the 32 year period from 1979-2010.  This would be done every 3 hours and over a 2.5 km grid covering North America.  We would obtain the first-guess field for RTMA’s 2DVar by blending downscaled versions of NCEP’s North American Regional Reanalysis (NARR) and Climate Forecast System Reanalysis Reforecast (CFSRR).  The downscaling is that process we currently use to go from NAM and GFS to the NWS’ NDFD grids (5 & 2.5km) so this is well established.  The RTMA would combine the first-guess fields with observed surface data.  Note that neither the NARR nor the CFSRR used the full set of surface observations nor were they anywhere near as high resolution (32 km and ~35 km respectively) as the 2.5 km grid we are proposing. The RTMA can produce an estimate of analysis uncertainty as well as be run with or without a cross-validation component.
2. Advanced Data Assimilation Techniques

NOAA Goals: Climate Adaptation and Mitigation, Weather-Ready Nation
NWS Service Area: Climate, Fire Weather, Hurricanes and Tropical Weather, Hydrology, Marine/Coastal/Storm Surge, Renewable Energy, Surface Transportation, Winter Weather
The hybrid ensemble-variational system based on the GSI is under development as the atmospheric analysis component.  Testing the ability of this advanced system to perform improve CFS Reanalyses is a critical item for development of the next CFS.  In addition, similar advanced techniques are being developed for the ocean.  Both atmosphere and ocean analyses will need to be coupled.  Reanalysis and reforecast runs will extend 5 years to demonstrate accuracy and forecast capability.  A hurricane analysis is critical to the development of the operational hurricane modeling systems.   
3. Ocean Model Development

NOAA Goals:  Climate Adaptation and Mitigation, Healthy Oceans, Resilient Coastal Communities and Economies
NWS Service Area: Hurricanes and Tropical Weather, Climate, Marine/Coastal/Storm Surge, Tsunami, Renewable Energy, Surface Ocean Transportation
a. Low-resolution Hybrid Coordinate Ocean Model (HYCOM) development for CFS and the NOAA Environmental Modeling System (NEMS):
A 1/4 degree (possibly 1/6 degree) global HYCOM will be tested for seasonal climate forecasting within the NEMS for possible use in the next generation CFS and for coupling to short-term (weather) forecasts.  As a first step in this development project, HYCOM behavior under various El Nino Southern Oscillation (ENSO) forcing scenarios needs to be documented by including coupling with the CFS atmosphere.  Coupled forecast runs of 10 to 15 year duration will be run in order to diagnose the system and spin up the ocean. 
b. Scaling experiments with WAVEWATCH III: 
NOAA’s wave forecast model, WAVEWATCH III, will be used for future coupled ocean-wave storm surge guidance.  In order to make coupled HYCOM-WAVEWATCH experiments at high resolution possible, hyper-scaling for WAVEWATCH III needs to be addressed. We believe that most tools are available to achieve hyperscaling with the wave model, but we need a platform for testing and capability demonstration. 

c. WAVEWATCH III Physics Development for the National Ocean Partnership Program (NOPP):
As part of the NOPP project on improving operational wave modeling, long retrospective model runs with various physics packages are required for development. Hindcasts of 30 years, driven by CFS forcing, will be required. Whereas we expect DOE computing for the first of the 30year hindcast, additional computing to complete this NOPP project will be needed. 

Resource Requirements - Computational Baseline Capacity
GAEA Summary Table[image: ]
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NOAA  Mission Area  Activity  CPU  hours   per  year  Disk  (TB)  Tape  (T B)  

Climate  North Atlantic Process studies , MJO  modeling, Interactions between the  Troposphere and the Stra tosphere, surface  temperature, dew point and wind  climatology at 2.5 km grid spacing over  North America, NMME, CFSL  2 8 ,000,000    300  1100  

Data  Assimilation   Advanced Data Assimilation Techniques;   Hurricane Reanalysis   10 ,000,000    100  1000  

Ocean  Low - resolu tion HYCOM development;  High - resolution RTOFS - Global  development; WAVEWATCH III scaling  experiments, physics development  12 ,000,000    75  10 00  

Ensembles  Improve initialization  testing   Hybrid  analysis (especially from EnKF) ;   higher  resolutions (64 - vertical,  T382 Horizontal);  SREF 22 km testing with WRF;   SREF  ARW, NMM ,  NEMS NMM - B , HWRF  Ensembles  1 1 ,000,000    100  1 1 00  

Total   6 1 ,000,000  5 75  4 2 00  

 


