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Gaea S\stem Details

To view the current state of gaea: please reference http://www.ncrc.gov/. This site will displa\ the current status of
compute nodes, login nodes, ldtn's, rdtn's and the network file s\stem. It also provides information regarding the
last time a particular section was down.
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Terminolog\

Moab - The workload manager, the scheduler for all new NOAA research and development s\stems

Partition - A section of gaea that has its own scheduler. It is a logical unit in Moab.

Class - A Moab term for queue

DTN - data transfer node

Torque PBS - The resource manager, Moab will rel\ on torque PBS on the cra\ s\stem

CMRS - Another name for Gaea. You ma\ see/hear this some place.

Current Hardware



F1PV

30912 CRUHV

4 LRJLQ NRGHV (GDHD1-4)

RDTNS (UHPRWH GDWD WUDQVIHU QRGHV)

LDTNS (ORFDO GDWD WUDQVIHU QRGHV)

3 FLOHV S\VWHPV

UVHUV FDQ UHTXHVW WKH V\VWHP LQ LQFUHPHQWV RI 24

TKH V\VWHP LV H[SHFWHG WR EH XSJUDGHG LQ MDUFK 2012 WR EH ELWZLVH UHSURGXFLEOH WR WKH VHFRQG

V\VWHP

F2PV

A VHFRQG V\VWHP F2PV, LV WR EH LQVWDOOHG E\ DHFHPEHU 7, 2011, TKH VHFRQG V\VWHP LV QRW H[SHFWHG

WR ELW-ZLVH UHSURGXFH ZLWK WKH ILUVW V\VWHP

S\stem Architecture

NRGH W\SHV:

CRPSXWH NRGHV
24 FRUHV, 48GB PHPRU\, UXQ PRGHO H[HFXWDEOH, ILOHV\VWHP PRXQWV - FS

BDWFK NRGHV
2 FRUHV, 8GB PHPRU\, UXQ VFULSWV RQO\ (FRUHV DUH QRW FKDUJHG, NRWH: BDWFK NRGHV DUH QRW YHU\ SRZHUIXO.

DR QRW ZULWH FRGH/MREV WKDW ZLOO XVH BDWFK QRGHV WR GR CPU LQWHQVLYH ZRUN)
ESLRJLQ NRGHV

16 FRUHV, 128GB PHPRU\, UXQ LQWHUDFWLYH VHVVLRQV, GDWD MREV, MDWODE

Partitions



c1ms - Gaea's current large compute partition. Future systems will have different queue nodes

es -login nodes, local data transfer nodes (ldtn) and remote data transfer nodes (rdtn)

t1ms - Testing and Development System (TDS) Partition is a partition that users usually will not use. As its name
implies, it is used to test and develop new hard- and software. A few users may occasionally be asked to test
models/codes/scripts on these test partitions. The TDS is currently split into two partitions. Currently one section is
using the Gemini fabric for testing while the other is still using the C-Star fabric.

Examples-

m V X b  - l  p a U W i W i o n = c 1 m V  V c U i p W n a m e

# P B S  - l  p a U W i W i o n = c 1 m V

Files\stems

Gaea has 3 filesystems. Home, FS, and LTFS

Home

The home filesystem is split into two sections which are backed up. There is a home1 and home2 for load balance
purposes. Each user has a 5GB limit.

Home is mounted on:

Batch nodes

LDTN
Login nodes

RDTN

A nightly snapshot can be accessed at /ncrc/home1_2/.snapshot/nightly.0/$USER

You can use this path to restore any files or sub-directories that are contained within that directory from last night.
Use nightly.1 for files from 2 nights ago. All files and sub-directories contained there will carry the same permissions
as the originals. Users can simply copy from that location to any destination.

Restores from tape are performed on a best-effect basis, typically next business day.

Fast Scratch (FS)

The FS is a 1PB lustre filesystem. User allocations are available at /lustre/fs/scratch/$USER/. All files over 2 weeks
old will be scrubbed within the /lustre/fs/scratch/$USER/ directories. This means files that have not been accessed
or used in at least 2 weeks will be scrubbed. FS is NOT backed up. Users are responsible for monitoring their files
and transferring what they do not want to lose to a location without a scrubbing policy.

FS is mounted:

c1ms (batch and compute nodes)



LDTN

LRJLQ QRGHV

Long Term Scratch (LTFS)

TKH LTFS LV D 3PB OXVWUH ILOHV\VWHP. TKH LTFS VFUDWFK GLUHFWRULHV DUH QRW VFUXEEHG. UVHU DOORFDWLRQV DUH DYDLODEOH
DW /OXVWUH/OWIV/VFUDWFK/$USER/. LTFS LV NOT EDFNHG XS. /OXVWUH/OWIV/VWDJH XVHG IRU GDWD WUDQVIHUV. TKH VWDJH
GLUHFWRU\ RQ WKH LTFS IROORZV WKH VDPH VFUXEELQJ SROLF\ DV WKH FS VFUDWFK, ILOHV RYHU 2 ZHHNV ROG ZLOO EH
VFUXEEHG.

LTFS LV PRXQWHG RQ:

LDTN

LRJLQ QRGHV

RDTN

Job Submission

POHDVH VHH WKH IROORZLQJ MRDE GHWDLOV.

TKHUH DUH WZR MRE W\SHV.

BDWFK

RHJXODU MREV - XVH PVXE

IQWHUDFWLYH/DHEXJ

PVXE -I -X -O SDUWLWLRQ=F1PV,VL]H=48

NRWH: WKH VL]H LV WKH QXPEHU RI GHVLUHG FRUHV LQ LQFUHPHQWV RI 24

Queues and Job States

TKHUH DUH FXUUHQWO\ 4 GLIIHUHQW TXHXHV.

EDWFK - QR VSHFLILFDWLRQ QHHGHG

HVORJLQ - FRPSLOHV DQG GDWD SURFHVVLQJ MREV

OGWQ - GDWD PRYHPHQW TXHXH (ORFDO)
UGWQ - GDWD PRYHPHQW (UHPRWH)

E[DPSOHV:

P V X b  - T  e V O R g i Q  V c U i S W Q a P e

P V X b  - O  S a U W i W i R Q = e V  - T  O d W Q  V c U i S W Q a P e

Queue polices are as folloZs:

PHUVLVWHQW - MREV WKDW UXQ FRQWLQXRXVO\ POHDVH VHH \RXU JURXS KHDG IRU DFFHVV WR WKLV TXHXH.
UUJHQW - KHLJKWHQHG SULRULW\. POHDVH VHH \RXU JURXS KHDG IRU DFFHVV WR WKLV TXHXH.



NRYHO - JREV WKDW UHTXLUH PRUH WKDQ 25% RI WKH V\VWHP DUH KHOG XQWLO D SRVW SUHYHQWLYH PDLQWHQDQFH.

DHEXJ - 10% RI F1PV GXULQJ M-F EXVLQHVV KRXUV

Job MoniWoring

TKH IROORZLQJ DUH MRE PRQLWRULQJ FRPPDQGV ZLWK H[DPSOHV:

VKRZT - GLVSOD\V WKH TXHXHV. IW LV VSOLW LQWR UXQQLQJ MREV, HOLJLEOH DQG EORFNHG.

V h o Z q

V h o Z q  - X  $ U S E R

V h o Z q  - X  $ U S E R  - c

FKHFNMRE - SURYLGHV MRE LQIRUPDWLRQ. YRX FDQ XVH XS WR 3 -Y'V IRU PRUH LQIR.

c h e c k j o b  - Y  - Y  j o b i d

PGLDJ - V\VWHP VWDWH LQIRUPDWLRQ

m d i a g  - j  - Y  j o b i d

PMREFWO - FDQFHO DQG FRQWURO KROGV RQ MREV

m j o b c W l  - h  j o b i d

m j o b c W l  - c  j o b i d

RHWULHYHG IURP "KWWS://ZLNL.JIGO.QRDD.JRY/LQGH[.SKS/GDHD_S\VWHP_DHWDLOV"

TKLV SDJH ZDV ODVW PRGLILHG RQ 28 OFWREHU 2011, DW 17:42.
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