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This proposal attempts to show how the current regional modeling components of the NCEP Production Suite [NPS] could be changed into a pair of ensemble forecasting systems which would produce a consistent and reliable suite of uncertainty guidance.  This would be achieved using many fewer ‘pieces’ than are used today in the NPS which is strongly geared to producing deterministic model output.  It is a necessary step if NWS is going to move to issuing probabilistic guidance in the new digital service eras of Weather Ready Nation, Warn-on-Forecast, FACETS, and FAA’s NextGen.  This plan makes that ‘step’ with essentially a single Giant Leap.  
What are some of the drivers:
First, as stated above, there is a need for consistent and reliable uncertainty/probability guidance.  Today’s disparate set of regional guidance [e.g. RAP/ HRRR, NAM/NAM-nests, HiResWindow and SREF] can be cobbled together to produce ensemble-like guidance, but that is less than desirable under the pressures of today’s and tomorrow’s needs.  Especially lacking is an ensemble at convection-allowing-scale (3 km grid spacing).  SPC’s SSEO is the closest and it combines 3 current runs from NPS with 2 prior runs from NPS and offline runs from NSSL and NCEP/EMC [see right side of Appendix 3].  This has performed well but is certainly a bit of a kludge and is not close to the 99.99% reliability that NCEP and NWS seek in truly Operational guidance systems.

Second, outside advisory panels (UCACN & UMAC) as well as insiders have long sought a simplified NPS but over time NPS has gotten more and more ‘messy’.   The regional modeling suite just 20 years ago was made up of the legacy but not-that-old NGM and the new-fangled Eta model running at 80 km [LFM look-alike] and at 29 km [~mesoscale] grid-spacing.  Those are all gone now, but they’ve been replaced with systems running much more frequently through the day, and many new components have been added, and most everything runs out further than before – such that ‘messy’ is an appropriate word to describe NPS.  A key aspect of this plan will be a major consolidation of multiple regional forecast systems into just two regional ensemble systems - one of which [SREF] might be fairly short-lived.

Third, a new NPS implementation strategy, known as Environmental Equivalence version 2 [EE2], is coming.  It is driven in part by the time it takes to get updates into Production.  A new schedule driven approach is coming where the major systems will have their update scheduled for a particular month or quarter of the year (or every other year) and project managers and their code developers will be held to that schedule.  Here is where the length of our stride [i.e. Giant Leap] comes in.  If we want to update & consolidate each system incrementally, then it will take YEARS to get to the end point we are seeking.  A Giant Leap could get us there as early as next year … if we can commit to it NOW.

What are some of the enablers:

First, the primary enabler is the new WCOSS (Luna & Surge) computers which offer 2+ petaflop peak performance, which is the powerful platform to which we make our Giant Leap.   Another upgrade with Task Order 6 will allow CAM ensemble membership to grow and to incorporate hybrid-ensemble data assimilation.

Second, the EE2 is expected to be a driver and an enabler.  Besides the key hard-schedule aspect, it includes focus on coding & scripting standards and is expected to result in more efficient code which, in turn, will be easier to manipulate and to maintain.

Third, the current NPS has two well tested modeling systems: WRF-ARW and NEMS-NMMB.   This plan utilizes both.  By avoiding any re-tooling, this plan takes full advantage of the WRF community and EMC internal expertise.  Unification at this time, while advocated for by UCACN & UMAC, would necessitate a re-tooling in one way or another.  SREF (see Appendix 1) has shown that model diversity in dynamics as well as in physics achieves spread in the ensemble forecast that hasn’t been achievable in short range ensembles to date. Stochastic physics approaches are not far off but may not be well enough tested for the aggressive Giant Leap timetable.

Fourth, NMMB has its detractors.  However, it is not going away and it continues to provide valuable guidance.  It would be a waste to discard this expertise and the highly efficient modeling system to retool around WRF-ARW for the sake of unification only for the short term.  Significant improvements for the 12km parent and for the 3km nests are coming with the next NAM upgrade (see Eric Rogers’ recent Science Quarterly).  While not every day, but often enough, we see and hear at the MEG briefing or at HWT of cases where only NAM or HiResWindow NMMB, or NAM-nest or now the NAMRR captured a convective event and few if any of the others did.  These situations reinforce the benefits of using a multi-model ensemble approach with both ARW & NMMB and highlight the risk of dropping the NMMB solutions altogether.  Moreover, NMMB’s efficiency often allows support of OCONUS and CONUS for nearly the same expense and accuracy as WRF-ARW based guidance for CONUS.  NMMB continues to be developed as a replacement for the WRF-NMM dynamic core in HWRF with the new system being called HNMMB. NMMB remains the only major modeling system in NPS that runs in NEMS.  It is being coupled to CMAQ, ocean, ice and wave for air quality, hurricane and polar applications.

Can NMMB do super cells and especially splitting super-cells?

NMMB has its detractors, and they’ve been extra vocal since NMMB was not selected for NGGPS/HIWPP with its “non-result” for the splitting super-cell case.  While too late for the NGGPS/HIWPP decision, the NMMB dynamic core has been shown to successfully pass the splitting supercell test (see Figure 1).   So, NMMB handles splitting super-cells on small radius nonrotating planets and in the real world too (see Appendix 4 from Jacob Carley’s NAMRR slide package).
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How can users adapt to such a major upheaval as this Giant Leap?  

A key aspect of this plan is the ability to produce nearly every deterministic product being produced today.  Only the oldest legacy products [and DGEX] will be deleted and some of the products that remain will have different delivery times.  However, for those users who need long lead times to adapt, they will get that time.  Once we’ve completed the Giant Leap, sunset dates can be established for the deterministic guidance products that will / can go away in the ensemble / probabilistic era.

What about the future?

While these plans call for multi-model ensembles (i.e. dual dynamic cores), the longer term plans for EMC call for unification around a single dynamic core for all its applications.  The expectation is that dynamic core will be the NGGPS core to be selected in late 2016.  This core will have non-hydrostatic capability so will be appropriate for regional applications.  This plan will establish a firm baseline to which the new core will be compared in its evolution to replace the current mesoscale dynamic cores.

How does this plan jive with past plans?
This plan is consistent with the “Way Forward” laid out in the May 2010 NWS/OST White Paper by Eckel, Glahn, Hamill, Joslyn, Lapenta & Mass.   It is also consistent with the intent to replace deterministic with ensemble models briefed to the NWS/AA in March 2013 when the Disaster Recovery Act (aka Sandy Supplemental) provided the likely prospect of having a 2 petaflop supercomputer for NPS.  The computer jigsaw puzzle laid out for that briefing is reproduced in Appendix 2.  It reflects the multi-model (dual-core with physics diversity) ensemble strategy contained herein.  Finally, though more aggressive, this plan is consistent with the sentiment of operationalizing the SSEO agreed to at the 2015 Storm-Scale Ensemble Design Workshop held at ESRL/GSD 24-25 July and summarized here.  The UMAC report calls for a move to a single core approach much sooner than later.
Why worry about continental scale ensembles at all?

UMAC has argued that continental scale NAM parent and SREF should be eliminated and replaced by GFS and GEFS.  Eventually this will indeed happen.  However, at this point at least two critical NWS customers have expressed their strong dependence on these runs.  SPC depends on NAM for the pre-convective environment that GFS can’t supply even though it is running at 13km.  SPC also prefers SREF over GEFS.  Alaska stated their strong preference for NAM in 1-3 day range and the Alaska Aviation Weather Unit said all their aviation guidance was built upon SREF.  When GFS and GEFS improve sufficiently, then the new SREF could be turned off, but until then EMC will strive to meet customer needs and desires with SREF (NAM coming from NMMB control member).

Can we get on with the plan already?

For the continental scale covering North America and adjacent waters, the SREF acronym will be redefined Standard Resolution Ensemble Forecast [SREF] system.  Keeping the term SREF was lobbied for by SPC and others who then will not have to make many (if any) changes to their AWIPS setups.  It would run with 12/13 km grid spacing of NAM/RAP which is better than SREF’s current 16 km grid spacing.  Its vertical resolution would increase to 60/50 or that of NAM/RAP.  It would have an hourly updated component with runs being made to 24 hour range.  As it does today, forecasts to 84 hour will be made every 6 hours.  The control NMMB member will essentially be NAM / NAMRR parent, and the control ARW member will essentially be RAP with extended range runs.  This system subsumes NAM (parent), RAP, current SREF and the current NARRE-TL.  We will no longer use the term NARRE.  

The hourly updated members would be tied to the HREF hourly updated members.  When it is time (every 6 hours) to make extended range runs, we wish to simply extend the hourly runs beyond their 24 hour range to 84 hours.  It is expected that the membership of HREF will be smaller than SREF which is currently 26 members: 13 ARW + 13 NMMB.  Therefore, the extended range runs of SREF will need to make some full range runs from the initial time to fill out the membership.

The convection-allowing-scale suite will be known as the High Resolution Ensemble Forecast [HREF] system.  Prior acronyms HRRRE, NSSE, NCASE will no longer be used.   All HREF runs will be made initially with 3 km grid-spacing on fixed domains.  Vertical resolution would likely be tied to dynamic core – 60 for NMMB and 50 for ARW but this is not seen as being critical to forecast skill and use of fewer levels might be a way to save resources.  NMMB members are nests running within their SREF parents whereas ARW members are free standing runs with LBC from their SREF parents.  If SREF goes away, all members are free standing with LBC from GFS.  Every 6 hours extended runs would be made to 48 or 60 hours.  This provides the replacement for SSEO which will be delivered nearly 3 hours earlier than it is possible to construct it today at SPC.

To allow HREF support for both CONUS and Alaska (to start), an alternating strategy could be employed where 00z & 12z runs are made for CONUS (like SSEO) and 6z & 18z runs are made for Alaska.  Support for Hawaii and Puerto Rico will remain from the control NMMB [NAM-nest-like] member.  In this way, the initial HREF system subsumes HiResWindow (except Guam), NAM / NAMRR nests, HRRR and HREF-TL.  NOTE: to achieve this in an incremental way, NAMRR nests for CONUS & Alaska and an Alaska HRRR could be implemented prior to the Giant Leap.  Alternatively, they could be part of the Giant Leap itself.

Data assimilation will initially be tied to the control members.  In this way, the RAP/HRRR and NAM/NAMRR control members will remain nearly intact.  There are nodes reserved for these distinct data assimilation systems in the NPS depicted in Appendix 2.  Both are expected to evolve to using interactive hybrid-ensemble techniques.  It must be stated that balance must be maintained in the resource use when these developments are implemented, i.e. a balance of resource dedicated between initialization and free forecast and between the ARW half of the ensemble and the NMMB half.  Data assimilation developments are now and will continue to be spearheaded primarily through the global GSI development efforts.  Ultimately, when unification is achieved, it will be natural to move then to the globally based system.  NCEP at least will be following that developmental path.
There is some doubt as to the absolute need for the hourly updated forecasts at this point.  Some say we don’t know how to do hourly updated ensembles and some say HRRR and the 3 km NAM nests every 6 hours is enough.  The approach here is to assume the need is there and it is better to establish the baseline now than to wait and find that it is extremely-difficult/time-consuming/scheduling-wrecking to shoehorn the hourly ensembles into the new HREF-SREF in the future NPS.  
Storm-Scale Ensemble Forecast [SSEF] system is a ways off (see Tolman’s IT prospectus).  At best we will continue our practice of making placeable Fire / Hazardous Weather nest runs embedded in the NMMB control member and extend these runs to ALL the NMMB members to form an NMMB Fire / Hazardous Weather ensemble for initial WoF evaluation purposes.  
What other challenges are there to making this happen?
[bookmark: _GoBack]Product unification will be a challenge.  Appendix 5 displays the various integration domains and output domains used by HRRR, by HiResWindow and by NAM nests.  They all are or will be soon be running with roughly the same grid-spacing ~3 km but they are far from sharing a common grid.  One proposal is to use the NDFD grid as the common grid to which they all are remapped using NCEP’s centralized smartinit (soon to be unified via MDL’s effort) to 2.5 km grid.  This is the grid-spacing used most everywhere in NWS for AWIPS’ GFE.  It is also expected that at one of the next computer upgrades, the resolution of all the HREF members can be increased from ~3 km to ~2.5 km when there will be no need for smartinit to do any downscaling.  Efforts have already been completed to reach consensus on the content of the CAM output fields and by inference the output fields for the HREF mean, spread, and probabilities as well.



Schedule – Timetable
· A single “giant-leap” implementation on Luna-Surge in late 2017 – early FY2018
· Start producing hourly SREF
· Start producing extended range HREF
· Eliminate DGEX, HiResWindow & SSEO, and legacy products
· Control members continue making deterministic guidance: i.e. RAP, HRRR, NAM, NAMRR, NAM-nest, FireWx, but
· Establish firm sunset dates [2020?] for terminating their distribution.

Summary of Implementation Consolidation
Present                                             Future
RAP / HRRR			HREF-SREF
--NARRE-TL
HiResWindow
--HREF-TL
--SSEO (at SPC)
NAM / NAMRR
--NDAS
--DGEX
SREF



Appendix 1
Ensemble spread plots for 2m T, 2m Td, 10m U wind component and 850mb U wind component.  GEFS is a single dynamic core with no physics diversity whereas SREF uses multiple dynamic cores and lots of physics diversity.  Figures show ensemble spread for SREF at 87 hr versus GEFS at 84 hr for March 2013 using NDAS as truth.
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Appendix 2
Original March 2013 Projection for End State of 2 petaflop WCOSS ~2018
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Appendix 5
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