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1. INTRODUCTION

In this paper we present objective verification results
based on the NCEP global ensemble system (Kalnay and
Toth, 1996). In accompanying papers, we discuss the util-
ity of ensemble forecasfing in general (Tracton et al,
1898), and give a synoptic cverview of the performance of
the NCEP ensemble (Wobus et al., 1996).

Ensemble prediction is a relatively new component in
operational numerical weather forecasting. Not surprising-
ly, the verification of ensemble forecasts is also an emerg-
ing new area. For brevity, we will not discuss the definition
and detailed properties of most scores that we present.
The interested reader is referred to the paper of Stanski et
al. (1989).

Our goal is the evaluation of the NCEP ensemble dur-
ing the winter of 1995/96 but we will also show results for
the ECMWF ensemble prediction system (see Molteni et
al., 1996). For a clear comparison, we include only those
days for which both ensembles were available in our ar-
chive (a fotal of 78 days during December-February
95/98.) At NCEP, there are 10 and 4 perturbed forecasts
started at 00Z and 12Z, respectively, soin all comparisons
the first 10 (or 14) members of the ECMWF ensemble is
used sg that the two ensembles we compare have always
the same membership. Results shown are for the 500 hPa
geopotential height for the Northern Hemisphere exira-
tropical belt, for 24, 48,..., 240 hours lead time. For each
ensemble, its own control analysis is used as the verifying
field.

2. PERFORMANCE OF THE CONTROL FORECASTS

Most members of the ensemble at NCEP are run with
the T62, 28-level version of the MRF model, while a simi-
larly configured, T63 model is used for the perturbed fore-
casts at ECMWF. The two models have similar RMS er-
rors, though the ECMWF model, especially after 4-5days,
has a slightly better performance (Fig. 1.) Any differences
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Fig. 1: RMS error of the low resolution control forecasts.

foundin terms of the performance of the ensemble, atleast

for the first part of the time period, must be related to the
initial perturbations (and not model performance.)

3. ENSEMBLE MEAN AND SPREAD

Inthis section, RMS results are shownfor 10-member
ensembles. The use of pattern anomaly correlation yields
very similar resuits.

The most basic measure of the performance of an en-
semble is a comparison of the errors associated with the
ensemble mean and the control forecast. Fig. 2 shows the
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Fig. 2: /mprovemenio?each ens(em\’f))e meanoverits

control in terms of percentage RMS error reduction.

improvernent in RMS scores for both 10-member en-
sembles due to ensemble averaging. In the medium (3-7
days) range the NCEP ensemble mean has a one day ad-
vantage over the ECMWF ensemble in a relative sense.
When considering all 34 members of the ECMWF en-
semble (including the more skilliul high reselution control),
this advantage is reduced to about 10-12 hours. Because
ofthe ECMWF modelitself performs somewhat better (see
Fig. 1), the ECMWF ensemble mean outperforms the
NGEP ensemble mean in absolute terms over all ead
times.

Ideally, the ensemble spread arcund the mean should
be equal to the error of the ensemble mean. From compar-
ing Figs 1, 2and 3, we can seethat this is not the case: both
ensembles have a deficiency in rms spread of 25-30 % in
the medium and extended range (and even in the short
range for the ECMWF ensemble.) Due to the special for-
mulation of the initial perturbations, the ECMWF ensembie
spread increases more rapidly than the NCEP ensemble
spread during the first two days. At days 3-4, ihe spread
is equal in the two ensembles, while it increases slightly
less afterwards in the ECMWF ensemble. Note that the ini-
tial spread in the ensemble could be easily increased.
However, other characteristics of the ensemble may be
negatively impacted.

4. DISTRIBUTION CHARACTERISTICS
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Inthis and the following section, results are shown for
14-member ensembles (though results are very similar for
10 members.)

4.1 Verification rank distribution

Following the suggestions of Talagrand (1994, per-
sonal communication) and Anderson (1996), we checked
where the verifying analysis usually falls with respectto the
ensemble forecast data (arranged in increasing order at
each grid point; "Talagrand” distributicn.) Since all per-
turbations are intended fo represent equally likely scenar-
ios, this distribution should be flat. The results for the
NCEP ensemble are not very far from this ideal situation
(Fig. 4). However, both ensembles display an excessive
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Fig. 4: Percentage of cases in which the verifying

analysis falls in each of the 15 bins defined by the

14 ordered ensemble members at each grid point

at 24 hours lead time. The expected value is 6.6 %.
number of casas in which the verification falls outside the
range of the ensemble (Fig. 5): 18-43 % of all cases for the
ECMWF and 10-21 % for the NCEP ensemble.
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does not encompass the verifying analysis (inex-
cess of the 13.3% that is expected due to the lim-
ited size of the ensemble.)

4.2 Time consistency in the ensemble forecasts

The "Talagrand” districution can also be used to iest
how much the ensemble valid on a particular day differs
from that valid on the same day but issued g day earliar.
The overlap of foday’s ensemble wiih that of yesterday’s
is gratifying, with only 6-20 % of the two sets of time lagged
ensembles differing at or beyond day 4 lead time. Howev-
er, the NCEP ensembls displays considerably more time
consistency at short lead times (Fig. 8).
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Fig. 6: Percentage of cases in which ensemble mem-
bers from previous day failin each of the 15 bins defined
by the 14 ordered ensemble members at each gridpoint
at 24 hours lead time. The expected value is 6.6 %,
5. PROBABILITY MEASURES
Probably the mesi important application of the en-
semble forecasts is their use for the generation of probabil-
istic forecasts. In this section we will evaluate the perfor-
mance of such forecasts, created by simply determining
the percentage of the ensemble members that fall into any
of 10 climatologically equally likely categories and then us-
ing that value as the forecast probability of the evert. All
verification scores below are averaged over all 10 climate
bing.

5.1 Reliability, resolution and sharpness

Given a particular forecast probability of an event
(which is a climate bin at a gridpoint), one can determine
the relative frequency at which an event with that forecast
probability is observed. Ideally, one would like to see that
the observed frequency is close to the forecast probability.
As seenfromFig. 7, both ensembles workwell, though the
NCEP ensemble offers more reliable probabilistic fore-
casts {i.e., verification curveis closerto the 45 degree line).

Itis well known that the reliability of probabilistic fore-
casts can be improved if the forecast process is stable, i.
e., the conditional observed frequencies do not change in
time. AsseeninFig. 8, thisis the case with the ensembles:
aftera simple calibration, inwhich the forecastprobabilities
are given as the observed frequencies from a previous
time pericd, both the NCEP and ECMWF ensembles pro-
vide probabilistic forecasts with excellent reliability even at
extended lead times.

One can also see from Figs. 7 and § that the NCEP
ensemble can make a somewhat better disfinction be-
tween likely and unlikely events. For example, the ob-
served frequencies of different events at day 3 (Fig. 8.a)
are in the range of 3-86% (instead of 4-85% for the
ECMWF ensemble). Resoluticn, as this quality of probabil -
istic forecasts is called, is good even at day 8, where in
some cases the forecast probability (and corresponding
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cast probabilities are based on how many ensemble

members fell in any particular climate bin at each grid-

point. Insert in upper leff corner shows in how many

evenis a pariicular forecast probability was used.
observed frequency) is still almost 7 times the 10% clima-
tological likelihood.

As seen from the inserts in Figs. 7 and 8, the ECMWF
ensemble, especially at short lead times, offers *sharper®
probabilistic forecasts, i. 8., there are more cases with ex-
treme (0 or 1) forecast probabilities. However, this exira
sharpriess does not seem fo be justified by the generally
poorer performance in terms of reliability and resolution.

5.2 Ranked probability skill score

RPSS is used asanother measure of the performance
of the probabilistic forecasts based on the ensemble.
RPS8 is a generalization of the Brier skill score for multi-
categorical forecasts where the categories can be or-
dered. It rewards probabilistic forecasts that are both reli-
able and have high resolution, as compared to the
background climatological probabilities.

Confirming results from the reliability diagrams, Fig. 9
indicates that probability forecasts from both ensembles
have a useful skill over the entire 10-day lead time period.
At shortand intermediate lead times, where the RPSS has
high values, the NGEP ensemble has an advantage (of a
half day or so) over the ECMWF ensemble while beyond
day 7 the situation is reversed.

5.3 Relative operating characteristics

ROC, ameasure from signal detectiontheory, is espe-
cially useful in ensemble verification because it offers
another way of comparing the performance of the control
forecast with thatofthe ensemble. Cases are classified ac-
cording to observations. A forecast system (i. e., control
falling in a bin or ensemble exceeding a certain probability
in a bin) is better than another i its hit rate is higher and
false alarm rate is lower than the other's.

Itis worth noting thatin this measure the ECMWF con-
trol has an advantage over the NCEP control at all lead
times. Despite this fact, the NCEP ensemble has some-
what higher ROC scores at short and intermediate lead
times (Fig. 10). It is encouraging that in terms of RGC, the
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(bottom) lead time for January 1996. Forecast proba-
bilittes are based on observed frequencies associated
with the same number of ensemble members falling in
a particular bin during December 1-20, 1995,

NCEP (ECMWF) ensemble is better than the correspond-
ing low resolution control forecast right from the beginning
(from day 3 on), and better than the high resolution control
from day 4 {day 8) on.

5.4 Likelihood of individual forecast members

In an operational forecast environment it i important
to know the likelihood that the verifying analysis would be
closest to any one member of the ensemble. In this con-
text, we considered all the 17 and 34 members of the
NCEP and ECMWF ensembles respectively.

In Fig. 11 we compare the likelihood of the verifying
analysis falling next to the high resolution contral (HRC) to
that expected for any other member. The results are strik-
ingly different, indicating that it is several times more likely
that the analysis will fall next 1o the HRC inthe ECMWF en-
semble while this is only 1.5 times more likely to happen in
the NCEP ensemble. W also note that in this sense, the
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the verifying analysis falls next to the high resolution
control forecast and that expected by chance (as-
_suming all members are equally likely).
perturbed forecasts are as likely as their low resolution
control in both ensembles.

6. SUMMARY AND DISCUSSION
In this paper we have computed objective verification
statistics for the NCEP and ECMWF operational ensemble
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forecasts. The results indicate that the ensembles provide
important extra infarmation that is not available by using
the control forecasts only. In particular we found that the
ensemble mean provides animprovement aver the control
forecasts in the medium and extanded ranges. In addition,
probabilistic forecasis based directly on the engsemble
forecasts provide useful guidance with respect to the likeli-
hoed of alternate forecast scenarios.

We find it especially encouraging that with minimal
postprocessing, very reliable probabilistic forecasts can
be formulated using the ensembles. In the present paper,
we considered only 500 hPa geopotential height fore-
casts. However, in the near future we plan to evaluate, in
a similar manner, forecasts for other variables that are
more closely related to surface weather. We hope that with
a relatively simple postprocessing, reliable probabilistic
forecasts can be made for those variables as well.

At both centers work is underway to further improve
the ensemble forecasts which will undoubtedly improve
their usefulness as well. The advent of NWP changed
weather forecasting forever. The advance of the en-
sembles now promises io bring ancther new era in which
a weather forecast would not be complete uniess it is ex-
pressed in terms of a probability distribution for different.
more or less likely events.

As for the comparison of the NCEP and ECMWF en-
sembles, mostof our results indicate that for the first 6 days
or so the NCEP ensembie can offer a somewhat better
forecast guidance. The difference in performance roughly
equals to a half day's or a day's skill. Thisis despite the fact
that the ECMWF control forecast is slightly better. This indi-
cates that the difference in the performance of the en-
sembles must be related fo the difference in the initial per-
turbations that the two centers use (bred veciors vs.
singular vectors, see e. g., Toth et al., 1996). The results
suggest that the NCEP perturbations may be more repre-
sentative of the actual uncertainty in the control analysis.
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