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Abstract 

   A stochastic representation of random errors associated with the numerical weather prediction 

model used in ensemble prediction systems is described and its impacts in the NCEP Global 

Ensemble Forecast System (GEFS) documented. In the proposed Stochastic Total Tendency 

Perturbation (STTP) scheme, stochastic forcing terms are formulated by randomly combining the 

conventional total tendencies of ensemble perturbations and rescaling them to appropriate sizes. 

The perturbation tendencies are estimated using finite differences with a time interval of 6 hours 

in its current implementation. Extensive experiments were performed and the results show that 

the scheme can significantly increase the ensemble spread while reducing outliers and systematic 

errors in the ensemble mean forecast and improving ensemble-based probabilistic forecasts as 

well as the ensemble forecast distribution. Forecast improvement is more consistent in the tropics 

than the extratropics, and more prominent in the cool season than the warm season. In the 

tropics, STTP improves the forecast by increasing both the statistical reliability and the 

resolution, while the resolution is hardly affected in the extratropics. In addition, the impact of 

the scheme is independent of model improvements in formulation or increase in spatial 

resolution. The scheme has been used in GEFS operational production since Feb. 23, 2010. 

 



 

1.  Introduction  

 

      Ensemble prediction systems (EPS) were introduced into operational numerical weather 

prediction (NWP) in the early 1990s (e.g., Toth and Kalnay 1993; Tracton and Kalnay 1993; 

Palmer et al. 1993; Molteni et al. 1996) as a practical and successful way of addressing the 

predictability problem associated with the uncertainty in initial conditions (e.g., Leith 1974).  By 

employing various schemes such as Breeding Vectors (Toth and Kalnay 1993), Singular Vectors 

(Buizza and Parlmer 1995) and ensemble-based techniques (e.g., Hotekamer and Mitchell, 1998 

and Wei et al., 2008) to generate initial perturbations, the EPS systems of the world’s major 

operational forecast centers provide ensemble mean forecasts with an accuracy comparable to or 

higher than traditional single deterministic forecasts and ensemble-based probabilistic forecasts 

with information about forecast uncertainty. However, EPS systems based on a “perfect-forecast-

model assumption” have a common shortcoming: the root-mean-square (RMS) spread of the 

ensemble grows significantly slower than the RMS error of the control forecast or ensemble 

mean forecast (Buizza et al. 1999; Buizza et al. 2005). This has been attributed to the neglect or 

inadequate representation of the errors associated with the NWP model (Harrison et al. 1999; 

Vannitsem and Toth 2002). Vannitsem and Toth (2002) suggests that random model errors are 

introduced throughout the course of numerical integrations and just like errors in initial 

conditions, project onto fast growing perturbation directions associated with Lyapunov vectors. 

   Efforts have been made to represent model-related uncertainties in EPS since the mid-1990s. 

Multi-model and multi-model-version schemes have been employed in both operational systems 

(e.g., Houtekamer et al. 1996; Du and Tracton 2001) and experimental tests (e.g., Krishnamurti 

et al. 1999; Stensrud et al. 2000; Hou et al. 2001). These ad hoc schemes employ a procedure 

where ensemble members differ from each other not only in their initial conditions, but also in 



subgrid-scale parameterizations of, for example, horizontal diffusion, convection, radiation, and 

gravity wave drag. In addition, they may be integrated with different ways of representing 

orography.  While providing practical solutions to the problem of representing model error, the 

multi-model approach has limitations due to the limited number of available NWP models 

(versions) and parameterization schemes, a lack of theoretical foundation for their selection, and 

the requirement for significant resources in maintaining the different models or model versions. 

 An alternative approach to representing model errors in EPS is to develop formulations that 

impose stochastic terms on the tendency of the model equations. As a first attempt to simulate 

the effect of model errors, Toth and Kalnay (1995) inflated the ensemble perturbations during the 

integration of the ensemble members to increase the ensemble spread, and their preliminary 

results suggest this approach could lead to a better agreement between ensemble spread and error 

and the error of the control run, and more skillful ensemble mean. The first operational 

application of EPS with model errors was the use of a stochastic representation of random errors 

associated with parameterized physical processes (Stochastic Physical Parameterization, or SPP) 

in the European Center for Medium-Range Weather Forecasts (ECMWF) EPS (Buizza et al. 

1999). By multiplying the total parameterized tendencies by a random number sampled from a 

uniform distribution between 0.5 and 1.5, and fixed over adjacent 5x5 lat/lon boxes and over 12-

hour periods, the scheme has some effect in increasing the ensemble spread and improving the 

skill of the probabilistic prediction of certain weather parameters. Stochastic backscatter tested 

with the UK Met Office model (Frederiksen and Davies 1997) and the kinetic energy backscatter 

algorithm (Shutts 2005; Berner et al. 2009) applied to the ECMWF EPS also had some beneficial 

impact on forecast skill and synoptic variability. 



  The SPP approach has received more attention with emphasize on the nature of the 

parameterization schemes for individual physical processes. Vannitsem and Toth (2002), for 

example, argue that each component of numerical models must preferably be constructed in such 

a way that they can represent model-related uncertainties, including those associated with 

subgrid-scale processes not directly represented in numerical models, when used in an ensemble 

mode. NWP models used currently at major operational centers have little or no related 

capabilities. Teixeira and Reynolds (2008) investigated physical parameterizations and pointed 

out that such parameterizations are inherently stochastic in nature. In fact, the notion of a 

probability distribution has been central to the boundary layer and turbulence parameterizations 

(e.g., Golaz et al. 2002), and cloud parameterization methods based on the probability density 

functions (pdf) of moisture conserved thermodynamics variables have been advocated and 

implemented in weather and climate prediction models (e.g., Bony and Emanuel 2001; 

Tompkins 2002; Teixeira and Hogan 2002). Note that most NWP models have been developed 

and tested in the context of a single unperturbed forecast. In an attempt to reduce random errors, 

most parameterization schemes, therefore, ignore and suppress the role of stochastic elements. 

For successful ensemble prediction, however, the representation of such effects becomes 

imperative. Teixeira and Reynolds (2008) developed a stochastic convection parameterization 

(SCP) scheme that included the impact of subgrid-scale variability due to deep convection in the 

Navy Operational Global Atmospheric Prediction System (NOGAPS) ensemble formulation. 

This is done by multiplying the parameterized tendency due to moist convection by a normally 

distributed stochastic variable. One open question in the application of SCP or other SPP 

schemes is how to specify the horizontal, vertical and temporal correlations, which are related to 



the scale of the physical processes. Despite interesting work using, for example, concepts 

associated with cellular automaton (e.g., Palmer 2001), this issue remains to be fully addressed. 

 Stochastic parameterization of sub-grid scale physical processes is a promising area of 

research. Such an approach, however, addresses only a part of all model related errors. The 

stochastic parameterization schemes themselves have their own limitations due to their 

assumptions and choices, leaving some errors related to the parameterized processes 

unaccounted for and unrepresented. There also exist grid-scale model errors due to other 

components of model formulation, for example, temporal and spatial truncation and the design of 

computational algorithms (Vannitsem and Toth, 2002). For example, Teixeira et al. (2007) 

investigated the time step sensitivity of NWP models and suggested that truncation error can be a 

substantial component of total forecast error.  

Assessing all sources of model errors including the representation (or lack) of subgrid-scale 

processes in all model components, and representing them in NWP models will require a 

sustained effort by the modeling community. Until, and even after this work is completed, there 

will be a need within ensemble forecasting applications to capture the remaining, residual effects 

of model related uncertainties. Inspired by this consideration and the pioneering work of Toth 

and Kalnay (1995), a stochastic representation of total random model error is proposed in this 

study by imposing stochastic terms on the total tendency of the model equations. The hypotheses 

behind the proposed scheme are that (a) the deviation of the ensemble members from the control 

run in their tendencies, or the tendencies of ensemble perturbations in a well-behaved ensemble 

system with proper initial perturbations, can effectively provide a representative sample of 

random errors associated with the imperfections of the numerical model used to propagate the 

ensemble model states, and that (b) model errors will have a significant effect when and where 



they project onto existing or developing instabilities in the predicted state of the system. When 

randomly combined, these tendencies of ensemble perturbations can be used as stochastic 

forcing terms added to the model tendencies with spatial and temporal correlations consistent 

with the model dynamics without the need for specifying temporal and spatial correlations. The 

scheme was tested with the National Centers for Environmental Prediction (NCEP) Global 

Ensemble Forecast System (GEFS), which uses the NCEP Global Forecast System (GFS) as its 

NWP model.  

 Full details of the scheme are described in Section 2. The sensitivity of the ensemble forecast 

to the size of the perturbations and a simple rescaling algorithm are presented in Section 3. The 

impact of stochastic forcing on the ensemble spread, ensemble mean forecast and ensemble-

based probabilistic forecast are discussed in Section 4. Finally, conclusions are summarized in 

section 5 with further discussions of some related issues. 

 

2.Formulation and implementation of the stochastic perturbation scheme 

2.1 Formulation 

   With subscript i identifying one of the N ensemble members, i=1,2,…,N, (0 is the control 

GFS forecast) and t the time of the integration, the conventional model equations for an 

ensemble forecast system running with only initial perturbations can be written as  

                                     ),( tXT
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where the tendency T is the total tendency or the sum of various terms, including dynamical and 

physical processes, calculated at grid scale or parameterized for sub-grid scales. 

        Considering the uncertainty in the model formulation and numerical approximation, a 

stochastic forcing term Si should be added to each member, i.e., 
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The formulation of the stochastic forcing with the SPP approach generally relates S to the 

tendency increment due to a particular component of the conventional tendency T, i.e., 

representing the random error associated with a particular physical process. For example, Buizza 

et al. (1999) perturbed the parameterized tendency. 

       We propose to formulate S from the total conventional tendency T. As the perturbations in 

the initial conditions generated with mature strategies such as Breeding Vectors, Singular 

Vectors and Ensemble Transform lead to a reasonably (though not perfectly) representative 

sample of the possible model states, one can assume that the conventional tendencies in the 

individual ensemble members collectively provide a representative sample of the unknown true 

value of the total tendency. By comparing the total tendency in each ensemble member against 

the control forecast, N perturbations in the tendency, i.e., 

                                             )()()( 0 tTtTtP ii −=                     for i=1,2, …,N                    (3) 

can be identified and they form a representative sample of the differences between the true value 

of the tendency and that formulated in the conventional model equation (1). Therefore, these 

tendency perturbations can be used as the basis in formulating the stochastic forcing S. 

       As in the SPP approach, random numbers are introduced to address the uncertainty in the 

total tendency. Although each single Pi, if chosen randomly, can be a valid candidate, a random 

combination of all N tendency perturbations would be a better choice in hopes that more 

directions in the phase space would be explored for the ensemble perturbations Xi-X0 to grow 

faster and the ensemble spread to be increased. Symbolically, we have 
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where the coefficients wi,j are random weights assigned for each P. The stochastic forcing for 

each ensemble member i corresponds to a different set of random weights wi,j, j=1,…N.  

 

2.2 Specification of stochastic weights 

      Using matrix notation and omitting the time t, the relation (4) can be rewritten as          

                                                                                    NMNNNM PWS ~                                                                            (5)      

where the subscripts indicate the dimensions of the matrix and M is the number of grid points. 

Apparently, the formulation of the stochastic forcing is very similar to the Ensemble Transform 

(ET) used in the generation of initial perturbations, but is applied to the perturbations in the 

tendency of model state instead of the perturbations in the model state itself.  

      To determine the combination or weighting matrix W, one needs to consider the 

requirements for the stochastic forcing S. First, as (2) is to be applied to all model state variables 

with the same set of weights, the stochastic forcing S should be in approximate balance, as are 

the tendency perturbations P. Second, the S vectors should be orthogonal to each other. Since the 

P vectors form an approximately orthogonal set, the othogonality in S can be achieved if the W 

matrix is orthonormal, i.e., the w vectors are normalized and orthogonal to each other. Therefore, 

the problem is to specify a random, but orthonormal matrix W as a function of time. The 

temporal variation of the W matrix is represented by random rotations from one application to 

the next, or mathematically as 

                                                                     )()1()( tRtWtW NNNNNN −=                                                                         (6) 

where R is a random matrix only slightly different from the identity matrix I, representing a 

random and slight rotation of the N w vectors in an N-dimensional space.  The rotation at a 

particular time,  R(t), can be viewed as the combination of a steady rotation, which is represented 



by a random but temporally invariant Matrix R
0
, and a random rotation R

1
, which changes at 

every application of the scheme, i.e., 

                                                                 )1()( 10 −= tRRtR NNNNNN                                                                            (7) 

        James Purser (personal communication) developed the methodology and software to 

generate a random orthonormal matrix and a random rotation matrix. Both procedures start with 

filling an NxN matrix A with independent random numbers from a Gaussian distribution. The 

orthonormalization is then realized by applying the Gram-Schmidt procedure (e.g., Golub and 

Van Loan, 1996) to A. The rotation matrices R
0
 and R

1
 are generated by applying the same 

procedure to (I+α(A-A
T
)), where A

T
 is the transpose of A, and α the “degree” of rotation. These 

routines are used to generate the temporally varying weighting matrix W via the following 

procedures: (1) Initializing W by generating a random orthonormal matrix W(t=0); (2) specify 

the fractional numbers α0 to prescribe the “degree” of rotation in the steady rotation and generate 

R
0
; (3)  specify another fractional number α1 for the degree of random rotation to find R

1
; (4) for 

each time that the stochastic perturbation scheme is applied, generate a random slight rotation 

matrix using the same α1 but a different seed, and use (6) and (7) to update the W matrix. 

       The temporal evolution of the weighting matrix W can be viewed as N vectors in the N-

dimensional space, changing their directions slightly with random vibrations (R
1
) imposed on a 

steady rotation (R
0
). Similarly, the evolution of each scalar weighting factor wi,j is seem as 

random increments (corresponding to R
1
) superimposed on a smooth trend in the form of a 

periodic function of time (corresponding to R
0
) with the level  of noise (due to the random 

increment) and the period controlled by α1 and α0, respectively. α0 and α1 are the only two 

parameters required to specify W(t). While a higher value of α1 defines noisier curves, a larger 

α0 corresponds to shorter periods. Fig. 1 depicts some examples of these curves in a 10 member 



(N=10) ensemble system, showing the curves for i=10 and j=1, 2, .., 10, i.e., the temporal 

variation of weighting factors that determine the stochastic forcing for ensemble member 10.  In 

this particular case with α0=α1=0.05 and 6 hour intervals between applications, it can be seen 

from fig. 1 that the period of the trend is about 6 days and the curves look fairly noisy. For 

reference, α1=0.005 defines smoother curves while α0=0.005 corresponds to a much longer 

period (>10 days). 

 

2.3 A finite difference form and its implementation 

      In principle, the stochastic perturbation scheme can be applied every time step of the model 

integration. However, a less frequent application is preferable for the sake of reduced 

computational cost. For this purpose, a finite difference version of Equation (2) is employed in 

this study. With a specified time interval of application designated as ∆t, the stochastic scheme 

can be implemented by integrating Equation (1) instead of (2) from t-∆t to t, and the modifying 

the model state variables (X) by using  
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for i=1,2, …, N at t=∆t, t=2∆τ, … .  γ(t) is a scaling factor that varies with time but is uniform 

across all ensemble members. Its values depend on the choice of time interval ∆t and its temporal 

variation is related to that of the size of the ensemble perturbations. As shown in Section 3, the 

function will be empirically determined for a fixed ∆t. 

      The quantity defined by the summation in Eq. (8) is referred as a stochastic perturbation (SP) 

applied to the i-th ensemble member and it can be rewritten as 
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As the weighting matrix W is orthonormal, the size of each SP is determined by the changes of 

all ensemble perturbations during the past ∆t time interval (the quantity in the curly brackets).   

     The SPs generated by (9) are for all prognostic variables of the model state and they are in 

approximate balance. As shown as an example in Fig.2, an SP has structures similar to random 

noise and its size, as represented by a vector norm similar to total energy, shows a flow-

dependent global distribution with largest amplitudes associated with the mid-latitude jets in both 

hemispheres.  

      As the stochastic presentation of model errors defined by (1) and (8) adds stochastic forcing 

by perturbing the total tendency, it is hereafter referred as Stochastic Total Tendency 

Perturbation (STTP) scheme. Its implementation is straightforward with periodically stopping 

the N otherwise independent integrations (1), modifying each model state with information from 

all N model states using (8) and repeating the procedure every ∆t hours. This requires all N sets 

of model states at time level t and t-∆t to be available simultaneously, and can be easily realized 

if the N ensemble members concurrently run within a single executable. At NCEP, this was 

made possible by the recent adaption of the Earth System Modeling Framework (ESMF, see e.g., 

Collins et al. 2005 and Zhou et al. 2007) as the standard programming and operational 

environment. ESMF provides tools for turning model code into gridded components with 

standard interfaces and standard drivers with a robust functionality to run them concurrently. 

Under ESMF environment, all GEFS ensemble members run concurrently with a separate 

control packages for each member. A special ESMF code module, known as a coupler, was 

designed to allow information sharing and exchange among all ensemble members and the 



application of Eq. (8). With ∆t=6hrs, the CPU time consumed by the integration increases only 

slightly, by less than 5%. 

 

2.4 Experimental Set-up 

      At NCEP the Operational GEFS has been providing forecasts for up to 16 days of lead time 

for many years. Major changes in the configuration happened on May 20, 2006, when the 

resolution of the GFS model was increased to T126L28 throughout the integration, an ensemble 

transform (ET) technique (Wei et al., 2007) replaced the breeding method (Toth and Kalnay, 

1993, 1997) in providing initial perturbations, and the number of perturbed ensemble members 

was increased from 10 to 14.  The ensemble size was increased again, to 20, on March 27, 2007.  

     In developing and testing the STTP scheme, extensive experiments have been run for various 

periods for different seasons of 2006, 2007 and 2008, with each test periods consisting of a 

number of consecutive days but only the daily 0000 UTC cycle of the GEFS forecast being 

made. In Sections 3 and 4, some results of these experiments will be presented to demonstrate 

the sensitivity of model integrations to the stochastic forcing, the tuning process of the STTP and 

its impact on ensemble forecasts. For each case, ensemble forecasts are run with initial 

perturbations only (IC ensembles) and with both stochastic perturbations and initial perturbations 

(ICSP ensembles). Both the IC and the ICSP ensembles start with the same initial conditions to 

simplify the comparison and isolate the effects of the stochastic perturbations. The ensemble 

configuration will be the same as that of real-time operations, except for increased resolution in 

some experiments to reflect a future implementation.  The initial perturbations will be the same 

as those used in operations except for changed model resolutions in the higher resolution cases, 

where the fields for the operational initial conditions are converted to the required resolution.  



 

3. Scaling the stochastic perturbations and fine tuning of the scheme 

    Preliminary tests and tuning of the STTP were conducted with T126 resolution. In this section, 

the parameter setting and tuning process is described by presenting experiments for the periods 

of Aug. 20 to 30, 2006 and Jan. 3-13, 2007, representing two different seasons. The primary 

focus is on the error (RMSE) of the ensemble mean forecast and the RMS spread of the 

ensemble for the geopotential height at 500hPa (H500) and temperature at 850hPa (T850), 

averaged over the Northern and Southern Hemisphere extratropics (NH, 20
o
-80

o
N; SH, 20

o
-

80
o
S) and the Tropics (TR: 20

o
N-20

o
S). 

 

3.1 Preliminary parameter settings 

     In this section, results from a set of sensitivity tests will be presented to investigate the 

sensitivity of the forecast to the size of the stochastic forcing terms and parameter tuning in the 

proposed STTP scheme. From Eqs. (6), (7) and (8), it can be seen that the adjustable parameters 

include constants ∆t, α0, and α1, as well as rescaling factor γ(t) as a function of forecast lead 

time. To select the time interval between successive applications of (8), some tests are carried 

out for ∆t = 3 and 6 hours. Both settings led to stable responses and their differences in the 

results are insignificant if the proper values of scaling factor γ(t) are specified. Therefore, ∆t=6h 

is used both in this paper and in the NCEP operational implementation, for considerations of 

saving computational resources.  As the next step, the two parameters used to generate the 

combination coefficient matrix W, α0 and α1, are both set to be 0.05 after preliminary tests.  The 

corresponding period in the evolution of individual coefficients is 6 days, close to the typical 



temporal scale of synoptic variability in the mid-latitudes, and the level of stochastic noise leads 

to quasi-optimal responses in the experimental tests.  

      The scaling factor γ is given primary attention and is discussed in the following sub-sections. 

This parameter controls the size of the stochastic forcing added to the model states and the 

forecast is very sensitive to its magnitude and temporal variation.  More importantly, with each 

application of STTP adds perturbations to the model state in each integration, some imbalance 

will be inevitably introduced into the model states. Therefore, it is necessary to control the size 

of stochastic perturbations to avoid model shocks and keep continuity in the model output.  As 

ensemble perturbations in the model states and their tendencies grow with time until saturation is 

reached at about 2 weeks lead time, one can expect the scaling factor to decrease with lead time. 

Although γ was mentioned as a function of time only, spatial variation can be easily introduced 

to maximize the positive impact of the proposed scheme. 

 

3.2 A benchmark global scaling 

    Global scaling, with γ as a function of time only, is a natural choice to start the tuning process 

of the proposed scheme. The first set of tests compares the IC ensemble and an ICSP ensemble 

with a temporally invariant γ(t)=0.1 (ICSP_01). The most striking impact of the stochastic 

perturbations on the ensemble forecast is on the mean error (ME) and spread. Fig. 3 shows the 

ME and RMSE of the ensemble mean forecast and the RMS spread of the ensemble for H500, 

averaged over the Northern and Southern Hemisphere extratropics (20-80 degrees) and the Aug. 

2006 period. The IC ensemble, as discussed in earlier sections, is characterized by significant 

negative mean error increasing with lead time. The stochastic forcing significantly reduces the 

negative bias, especially over the Southern Hemisphere where the mean error is close to 0 from 



day 1 through day 15 with the ICSP_01 ensemble. In this test, the spread increases faster from 

the beginning of the integration and the difference becomes clear at day 2. While this is partly 

the motivation to apply STTP, the overgrowth of spread starting from about day 7, apparently 

resulted from the model imbalance accumulated by the repeated application of STTP during the 

integration, is not desirable. The spread exceeds RMSE at about day 10 and the anomaly 

correlation (AC) coefficient is significantly degraded in the week 2 forecast, especially in the 

tropics (not shown). Apparently, the scaling factor γ should be gradually reduced after about day 

5 (t=120h). A piece-wise linear function 

                               )}120,0(
120384

01.01.0
1.0{)()( 0 −•

−

−
−±== tMaxtt γγ                        (10) 

is used to run another ICSP ensemble (ICSP_PW) and it restored the spread and AC to an 

acceptable level in both extratropics (Fig. 3). Therefore, Eq. (10) is used as our benchmark for 

global scaling.   

 

3.3 Fine tuning to improve tropical forecasts 

     The result of the ICSP_PW experiment is not satisfactory in the tropics. As shown in Fig. 4, 

the anomaly correlation coefficient after day 9 is about 10 percentage points lower than that in 

the IC ensemble, and the spread is still larger than the RMSE of the ensemble mean forecast. 

Although height in the tropics is not a good variable to represent the quality of the forecast, this 

degradation suggests that fine tuning is necessary. In order to tune the scheme a number of 

experiments are performed with parameter α1 altered and some additional procedures added. 

When α1 is reduced from 0.05 to 0.005, the anomaly correlation recovers to the level of the IC 

ensemble but the spread is further increased by about 50% (not shown). On the other hand, 

centralizing the scaled SPs (i.e., subtracting their mean from each individual vector) significantly 



reduces spread and restores the AC, and simply changing their signs (by taking the negative sign 

in (10)) further slightly improves AC in both the tropics and extratropics (not shown). This 

configuration (ICSP_PW, plus the negative sign in (10) and centralization), is denoted as 

ensemble ICSP_PW_NC, and the results are shown as the short dashed curves in Fig.4. 

     The results in Sections 3.1-3.3 show that STTP defined by (1) and (8) can significantly 

change the ensemble forecast. Although too large amplitude of SP leads to a degraded 

association between the forecast and analysis, properly combining the parameters α0, α1,   ∆t and 

the scaling function γ(t), and applying some special procedure can result in positive impacts such 

as reduced negative bias and increased ensemble spread. This can be achieved in the extratropics 

by using a piece-wise linear function (10) for the global scaling factor. Additional procedures, 

such as changing the sign of the scaled SPs and applying a centralization procedure to them, are 

necessary for STTP to work properly in the tropics. 

 

3.4 Seasonal and meridional variations of the scaling factor 

    The global scaling described earlier has the advantage of conserving the original structure of 

the SPs calculated from (9), but is unable to control the size of the added stochastic tendency on 

the regional and local scales. As mentioned earlier, adding stochastic perturbations has the effect 

of reducing the negative bias (regional mean error) and increasing the spread. It would be ideal 

to control the global scaling function γ(t) so that the bias is close to zero and the spread matches 

the RMSE of the ensemble mean forecast. However, numerous experiments show that STTP 

reduces negative bias or increases positive bias in almost all cases, and large values of γ lead to a 

positive bias. This can be seen from Fig. 5 by comparing the IC ensemble with the 

ICSP_PW_NC, averaged over both extratropics for both the Aug. 2006 and Jan. 2007 periods. 



For the IC ensemble, the negative bias is larger in the winter hemisphere than that in the summer 

hemisphere. This difference is clearer in the Southern Hemisphere where the bias is very small in 

the summer even without STTP (the IC ensemble). With the γ function specified in (10), i.e., the 

ICPS_PW_NC ensemble, there is still room to increase the size of the perturbations in the winter 

hemisphere, both in terms of bias and spread. However, for the SH summer season, the bias is 

already positive and a further increase in the perturbation size will lead to increased positive bias. 

Therefore, a better solution is to vary the γ parameter with latitude and season.  

      Fig. 6 shows the temporal variation in the regional mean error of the 9-day forecast of H500 

averaged over the two extratropics for the calendar year 2007, from GEFS operational 

production (STTP was not implemented). Although the daily variation is noticeable, the 

dominant mode is the seasonal variation in both hemispheres and they are approximately out of 

phase, with the peak/valley on about July 1
st
 and January 1st.  Based on this observation, the 

following function is used to specify the γ function 
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where ϕ  is the latitude and d is the Julian day of the year. The result from the experiment using 

(11), labeled as ICSP_PW_NC_V, is shown in Fig. 5 as the short dashed curves, indicating the 

slightly reduced impact of SP in the summer and a noticeable increase in the winter.  

 

3.5 The current setting for operational application 

     The configuration and parameter settings of the ICSP_PW_NC_V ensemble, as the optimal 

choice resulting from the controlled tuning process, is used both for the rest of this article and for 

the operational implementation with GEFS at NCEP in Feb. 2010. A more comprehensive tuning 



process of STTP requires a through understanding of the structures, evolution and statistical 

characteristics of stochastic perturbations. Specifically, an adaptive algorithm could be 

developed to vary the scaling factor γ in 3-dimensional space and objectively specify its values at 

each grid point. 

      The specification of γ0(t) in (10) is empirical and more or less arbitrary. Experiments suggest 

that it is sub-optimal and fine tuning may be necessary in the future, especially when the 

ensemble setup and model configurations are changed. For this reason, it is replaced with a 

differentiable function controlled by a number of tunable parameters. A natural choice is one 

defined using a logistic function  
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With parameters p1=0.100, p2=0.01, p3=0.11 and p4=252 hours in the current setting, the curve is 

very close to the piece wise linear function (10).  

       As a summary, for the discussions in sections 4 and 5 of this article and the upgrade of 

NCEP GEFS in 2010, Equations (1), (6), (7), (8), (9), (11) and (12) are used to implement the 

stochastic perturbation scheme under the ESMF environment. For further clarity, the parameters 

used are listed as  

(1) α0=α1=0.05 for R
0
 and R

1
 in (7); 

(2) ∆t = 6 hours in (8) and (9); 

(3) γ is defined by (11) and (12); 

(4) in (12) negative sign is used with p1=0.100, p2=0.01, p3=0.11 and p4=252 hours; 

(5) Centralization (i.e. removing the mean) is applied to the scaled SPs before modifying 

model states with (8).  



4. The impact of SP on ensemble forecasts 

     In this section, the impact of the STTP scheme is presented in a broader sense, by including 

the ensemble mean forecast and the ensemble based probabilistic forecast over extended periods 

based on the most recent GEFS configurations. Emphasis is on the effect of the stochastic 

forcing on the general quality of the forecast and the improvement over the same GEFS 

configuration without stochastic forcing. For this purpose, an ensemble is generated with the 

configuration and parameter settings for the 2010 implementation as described in Section 3.5, 

and is simply referred to as ICSP. Both the IC and ICSP ensembles are run with T190L28 

resolution for the periods of Aug. 20 –Sep. 30, 2006 and Jan. 3-29, 2007, representing two 

different seasons.  

 

4.1 Outliers 

 As seen from Section 3, the stochastic parameterization scheme effectively increases the 

spread of the ensemble forecast. However, whether this increase in spread improves the quality 

of the ensemble forecast is still a question. To improve the ensemble forecast, one has to reduce 

the number of outliers, or the grid points where the verifying analysis falls outside the range of 

the ensemble member forecasts.  

      Outlier analysis has been used at NCEP (Zhu et al. 1996; Toth et al. 1998) to assess the 

performance of ensemble forecasts for years. It is based on the analysis rank or Talagrand 

diagram (Anderson 1996; Talagrand et al. 1998; Toth et al. 2003), which is constructed by 

accumulating the number of cases over the space and time where the verifying analysis falls 

within each of the N+1 intervals defined by an ordered series of N ensemble members at each 

grid point. The cases where the verifying analysis falls within one of the two extreme intervals 



outside the range of the ensemble are called outliers. The number of outliers should be 2/(N+1) 

for a reliable and statistically consistent ensemble forecast. The number of excessive outliers can 

be obtained by subtracting this expected value from the number of actual outlier forecasts, and is 

more conveniently expressed as a percentage when divided by the total number of all cases. The 

resulting Percentage of Excessive Outliers (PEO) is related to the quality of the ensemble 

forecast, with a positive (negative) value indicating too small (large) a range and/or a strong bias. 

      The PEO of the T850 forecast averaged over the Northern and Southern Hemispheres and the 

Tropics for various lead times are shown in Fig. 7. At short lead times, the PEO is high in both 

the IC and ICSP ensembles. However, during the first week it is reduced more rapidly in the 

ICSP ensemble than the IC. For a forecast with a lead time longer than 10 days, the PEO in the 

ICSP is about half of that in the IC for all three regions and both seasons. The reduction in PEO 

due to STTP is more effective in the winter season than in the summer-fall season, consistent 

with the variation of the scaling factor defined in (11). In the extratropics, the PEO in ICSP is 

only 3% or less, with the northern summer as an exception, suggesting that the scaling parameter 

γ is close to its optimal value and its 3 dimensional spatial variation is necessary for further 

improvement. 

   The reduction in the number of outliers associated with an increase in ensemble spread 

indicates that the STTP scheme has a positive impact on the performance of the ensemble 

forecast. 

 

4.2 Error of the Ensemble Mean Forecast 

  It has been noted in Section 3 that the stochastic perturbation scheme tends to reduce negative 

bias in the ensemble mean forecast. The bias is defined as the difference (error) between forecast 



and analysis averaged over a large domain (e.g., NH, SH and TR) and then over a specified 

period, i.e.,  

                                          )( afafME −=−=                                             (13) 

where the angle brackets and the overbar represent the temporal and areal averages, respectively.  

     In evaluating and calibrating NWP products, systematic error and random error are often 

treated separately. For example, systematic error is removed by a statistical post-processing 

procedure at each grid point. In this context, the temporal mean of the error (f-a) is viewed as 

Systematic Error (SE), i.e., 

                                                           afSE −=                                                  (14) 

and the bias (ME), defined by (13) and shown in Section 3, is the (areal) Mean of the Systematic 

Error. As the calculation of ME involves cancellations between positive and negative values in 

the areal average, it is necessary to use a different measure to confirm the impact of the STTP 

scheme. For this purpose, an error measure, namely the Mean Absolute Systematic Error 

(MASE) is defined as  

                                            ( )afMASE −=                                                         (15) 

where the areal average (overbar) is applied to the absolute value of the point-wise value of SE. 

For this reason, MASE is a more meaningful error measure in comparing the two ensembles. 

   In Figs. 8 a and b, ME and MASE over the NH, SH and TR are plotted for the ensemble 

mean forecast of the IC (thin line) and ICSP (thick line) ensembles. The reduction in ME and 

MASE due to stochastic perturbations is seen in all 3 domains, both seasons and for both H500 

(Fig. 8a) and T850 (Fig. 8b). For lead times longer than 2 days, the ME reduction is significant. 

For the 15 day forecast, the ME reduction in the extratropics (one quarter to one third) is more 

effective than in the tropics (about 10%). For MASE the reduction is smaller, especially in the 



T850 forecast over the tropics. Note that the STTP scheme increases ME if it is positive. When 

this happens, the reduction in MASE may be also very small or negative. One example of this 

situation is the T850 forecast for lead times of 2-8 days over the tropics in the Jan. 2007 period 

(Fig. 8b).  

    To better understand the impact of the STTP scheme on SE, Figs. 9 shows the global 

distribution of SE for the IC ensemble and its change due to the inclusion of STTP (i.e., the ICSP 

ensemble) for the H500 and forecast over the August-September period of 2006. In the IC 

ensemble, SE displays large scale patterns with negative and positive centers of comparable 

amplitudes, but the negative is slightly larger. Over the tropics, SE is dominantly negative. This 

explains the negative bias (ME) when averaged over the NH, SH and TR domains. The SE 

increment due to STTP (lower panel) is dominantly positive, especially in the tropics where no 

significant negative values appear, leading to the reduction in negative ME for most 

domains/periods. In addition, there is some negative correlation between the two quantities and 

the SE increment has a smaller variation than the SE field in the IC ensemble, suggesting that 

STTP tends to correct the bias in the right direction. The relatively rare cases in which STTP 

increases positive SE (higher bias) may lead to a negative impact. Nevertheless, the post-

processing procedure employed at NCEP to remove the systematic error (Cui et al. 2005) can 

largely remove the forecast bias and minimizes this negative impact. 

 

4.3 Probabilistic Forecast 

    A review of the commonly used probabilistic forecast verification measures can be found, e.g., 

in Toth et al. (2003). In this study, the area under the Relative Operating Characteristic (ROC) 

curves, the Economic Value (EV), Brier Skill Score (BSS) with the reliability and resolution 



components of Brier Score, and the Ranked Probability Skill Score (RPSS) are calculated with 

the standard NCEP ensemble verification package (Zhu et al. 1996, Toth et al. 1997, Zhu et al. 

2002). With this package, these scores are calculated for probabilistic forecasts of events defined 

by partitioning the range of possible forecast values into a finite number of complete yet 

exclusive intervals (bins/classes) (Toth et al. 2003). Again, the verification is focused on H500 

and T850, both continuous variables. For these two variables, 10 climatologically equally likely 

bins were determined by Zhu et al. (1996), using the climatological database from the NCEP-

NCAR reanalysis (Kalnay et al. 1996).  

  Fig. 10 shows BSS and the two components of BS for the H500 forecast of the IC and ICSP 

ensembles averaged over the NH. Note that an improved forecast will have a higher BSS, which 

in turn requires a lower reliability component and/or a higher resolution component of Brier 

Score. It can be seen that STTP has positive impacts over the extratropics in both warm and cold 

seasons with a significant increase in BSS appearing at day 3. In addition, the improvement in 

BSS is mainly from the decrease in the reliability component of BS. This is also true over the SH 

(not shown) and for T850 (Fig. 11).  In the tropics, the BSS improvement is more consistent and 

has contributions from both the reliability and resolution components of BS, as shown for T850 

in the right panel of Fig. 11.    

    The variation of the ROC area score with forecast lead time is shown in Fig. 12 for the IC and 

ICSP ensembles, averaged over the NH, SH and TR. Generally, ICSP has higher scores than IC 

for all three domains. However, the difference is much larger in the tropics. For the extratropics, 

the positive impact is stronger in the cold hemisphere. The same observation is also true for 

RPSS (not shown). 



     For an ensemble forecast of a continuous variable S, such as geopotential height or 

temperature, the cumulative distribution function of the predicted quantity can be estimated and 

denoted by the probability F(s)=p(S<s), where s is any possible value of S.  Following Toth et al. 

(2003), the Continuous Ranked Probability Score (CRPS) can be calculated as 
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where H(s-a) is the Heaviside function that takes the value 0 when s-a <0 and is 1 otherwise. It 

also can be expressed as a skill score, Continuous Ranked Probability Skill Score (CRPSS) 

refCRPS

CRPS
CRPSS −= 1  

In this formula CRPSref is the CRPS of a reference forecast, which is used as a benchmark for 

comparison. The reference forecast used in this paper is the climatological forecast.  

      Fig. 13 depicts the CRPSS for H500 and T850 for the IC and ICSP ensembles averaged over 

the NH, SH and TR for the northern warm season. Similar to what is seen for BSS and RPSS, the 

impact of SP on CRPSS is the most significant in the tropics, bringing the useful lead time 

(CRPSS positive) of the H500 forecast from 7 days to 10 days in the northern summer season. 

Comparing the two extratropics, the positive impact of STTP is more significant in the SH, with 

the 5 day forecast skill improved by about 12 hours for both variables. For the NH, the forecast 

improvement in H500 is clearer than that in T850. For the northern cold season (not shown), 

forecast improvement over NH is more clearly seen. Again, for the extratropics the positive 

impact of STTP is stronger in the cold season. 

 

4.4  Impact of STTP and model improvement 



      The impact of STTP discussed in this section is accessed for the specific configuration of the 

GEFS and GFS models used for the integration. Apparently, the characteristics of the forecast 

are strongly dependent on these configurations and this raises the question whether STTP can 

still be beneficial to the ensemble forecast in the future, with increased resolution and an 

improved NWP model, and in a broader sense, with other EPSs using different IC generation 

techniques and NWP models. During the development of the current scheme, both T62L28 and 

T126L28 were used and the results were very similar to what is presented in this paper at the 

T190L28 resolution, but the question still needs to be answered with direct comparisons and 

controlled experiments.  For this purpose, two sets of experiments were designed and labeled by 

changing the horizontal resolution (T126 or T190), selecting the formulation of horizontal 

diffusion (D4 or D8) and switching STTP on and off (S or null). All these ensembles were run at 

a fixed vertical resolution of 28 levels as in the operational GEFS configuration. The selection of 

the horizontal diffusion as an example of NWP model improvement is based on the following 

observation: The 2007/2008 operational GFS used a fourth order (D4) formulation for T126 and 

8
th

 order (D8) for T190 and higher resolutions, and a recent study shows that both single and 

ensemble forecasts with T126 can be significantly improved if D8 is used (The GFS 

implemented on Dec 15, 2009 in fact uses D8 for all supported resolutions). 

     The first set of experiments is made up of 4 ensembles with the labels T126D4 (crosses), 

T190D8 (open circles), D126D4S (closed circles), and T190D8S (open squares). For simplicity, 

only the RPSS is plotted in Fig. 14 for the T850 forecasts averaged over the tropics for the period 

Nov. 1-23, 2007. T190D8 has a higher skill score than T126D4 for all lead times, with the lead 

time of the 0.5 skill level increased from 2 days to 5 days. This indicates that increasing the 

horizontal resolution and replacing the 4
th

 order formulation of horizontal diffusion with 8
th

 order 



are significant contributors to the forecast improvement. Both runs are further improved by 

employing the STTP, with the time of a critical RPSS values (0.5 for T190D8 and 0.4 for 

t126D4) extending from day 5 to about day 7. 

      The second set of experiments is focused on an ensemble configuration with varying 

horizontal resolutions in which the model is truncated from T190 to T126 at 180 hours. The 

labels of these ensembles thus consist of two parts representing the two stages of the model 

integration, separated by a hyphen. The RPSS scores are shown in Fig. 15 for four experiments. 

The only difference between T190D8-T126D4 (crosses) and T190D8S-T126D4S (open circles) 

is that STTP is switched on in the latter. The positive impact of the stochastic perturbations is 

very similar to what was shown in the previous paragraph. In both cases, the skill has an abrupt 

drop immediately after the truncation. The other pair of experiments (closed circles and open 

squares) is identical to the first pair except that the horizontal diffusion in the later stage is 8
th

 

order. The abrupt drop of skill is avoided by using an improved model (higher order horizontal 

diffusion scheme) but the impact of STTP, seen as the difference between the two experiments in 

the pair, is basically the same as between the D4 cases. 

      The same observations are made for the number of outliers, ensemble spread, bias of the 

ensemble mean and most of the probabilistic forecast verification scores such as BSS, ROC and 

CRPSS. These results suggest that the positive impact of STTP is independent of the particular 

model version and that it will still be beneficial when the NWP model used for integration is 

improved and very likely when the scheme is used with other NWP models. 

 

5. Conclusions and Further Discussion 



This article describes a new approach for representing random errors associated with the NWP 

model, and presents a stochastic scheme developed at the National Centers for Environmental 

Prediction and implemented with the Global Ensemble Forecast System (GEFS). Unlike the 

stochastic parameterization scheme employed in the European Center for Medium-Range 

Weather Forecasts Ensemble Prediction System (ECMWF EPS) and other stochastic physics 

schemes, the new scheme is not attached to any specific physical process or any specific 

component of the tendency. Instead, it tries to sample the random errors associated with the total 

tendency, including both dynamical and physical processes, grid resolved and parameterized 

components. For this reason, the scheme is referred as a Stochastic Total Tendency Perturbation 

(STTP) Scheme. 

  The new approach proposed in this article is based on the hypothesis that the deviation of the 

ensemble members in terms of their tendencies, or the tendencies of ensemble perturbations, in a 

reasonably well-behaved ensemble system can effectively provide a sample of the random errors 

associated with the imperfections of the numerical model used to propagate the ensemble model 

states.  These tendencies of ensemble perturbations, when randomly transformed in the ensemble 

space (i.e., combined following certain rules to keep their orthogonality) and scaled to an 

appropriate size, can be used as the stochastic component of the tendency added to the model 

equation. 

  The particular version of STTP scheme, described in this article and implemented in the 

NCEP Global Ensemble Forecast System (GEFS), employs a finite difference form in estimating 

the ensemble tendencies. All of the ensemble member integrations are stopped every 6 hours and 

each model state is compared with its value 6 hour earlier to obtain the perturbation tendency for 



the ensemble member considered. These perturbation tendencies are then stochastically 

combined (in a different manner) to generate the required stochastic perturbations.  

   For an N-member ensemble system, the random combination coefficients are generated in 

such a way that the NxN matrix of the coefficients in a specific application of the scheme is 

orthonormal. By doing this, the random combination is very similar to Ensemble Transform but 

is applied to the perturbation tendencies (e.g., Wei et al., 2007). The variation of the combination 

matrix with forecast lead-time is to simulate successive rotations of the N vectors in N-

dimensional space, with random rotation superimposed on a steady rotation. For a particular 

element of the matrix, its temporal variation is a periodic function superimposed by random 

increments, with the period and level of noise controlled by independent parameters. 

    The impact of the stochastic perturbations on the GEFS is sensitive to their size and they 

need to be scaled.  To maximize the benefits of STTP, the scaling factors should vary in both 

space and time. In the current implementation, the quasi-optimal rescaling factor is prescribed as 

a function of lead-time, latitude and season and extensive experiments were performed to tune 

the parameters.  

  Extensive experiments were performed for several extended periods in different seasons, each 

lasting 3 to 6 weeks, using the most recent operational version of the GFS model with different 

horizontal resolutions. Results from these experiments can be summarized as the following 

conclusions: 

(1) The inclusion in the model equations of stochastic tendency, represented by the rescaled 

stochastic perturbations to the total tendency, increases the ensemble spread and properly 

controlling the perturbation size leads to reduced number of outliers; 



(2)  The application of the Stochastic Total Tendency Perturbation (STTP) scheme 

significantly reduces systematic error of the ensemble mean forecast; 

(3) With the STTP Scheme, the ensemble based probabilistic forecast can be significantly 

improved. In particular, the forecast distribution is improved, as shown by increased 

CRPSS scores; 

(4)  The forecast improvement, especially in terms of the probabilistic forecast verification 

scores, is more prominent in the tropics than the extratropics. The improvement in the 

extratropics is more prominent in the cold season; 

(5) The improvement in probabilistic forecast scores over the extratropics is mainly from the 

improved statistical reliability, while improved statistical resolution is equally important 

in the tropics; 

(6) The positive impact of the stochastic perturbations is not sensitive to increases in 

horizontal resolution and changes in the formulation of the horizontal diffusion. This 

suggests that the scheme can still be beneficial in the future with improved NWP model 

performance. 

     These impacts of STTP are consistent with the general expectations from any realistic 

stochastic scheme. As stated in Palmer (2001), the nature of stochastic parameterization schemes 

predicts that they have the following potential benefits: (1) more complete representation of 

model uncertainty; (2) reduction in systematic error, due to noise-induced drift; and (3) more 

accurate estimates of internal climate variability. As these stochastic schemes describe the 

collective effects of unresolved scales on the resolvable scale but not the exact evolution of such 

motions, they are more likely to improve forecasts in terms of statistical reliability than statistical 



resolution.  This consistency suggests that the Stochastic Total Tendency Perturbation scheme 

correctly sampled some uncertainty associated with the NWP model used in the integration. 

     The implementation of the Stochastic Total Tendency Perturbation scheme can be improved 

in a number of different ways. Although the time interval between adjacent applications of the 

scheme is set to be 6 hours, a different value of 3 hours was tested and the difference in the 

results is not very large. To use the scheme in data assimilation, it would be necessary to test 

whether a shorter time interval, e.g., 1 hour or less, can further improve the forecast. The 

rescaling factors are currently specified empirically and subjectively while an adaptive and 

objective algorithm is a better choice. Finally, the impact of the scheme on real “weather” 

variables or near surface quantities, such as 2m temperature, 10m winds and precipitation, is not 

presented in this article due to the limit of space and the relatively small sample sizes available to 

this study. However, some of these variables were monitored during the development and testing 

of the scheme to make sure no serious degradation was tolerated. In Feb. 2010, after stringent 

user evaluation, the scheme was implemented in the GEFS routine operational forecast at NCEP. 

The evaluation of these “weather” variables will be performed and reported separately with the 

large operational data set that will be available. 
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Figure Captions 

 

Fig.1 Examples of combination coefficients wi,j as a function of forecast lead time, in a 10 

member (N=10) ensemble system. Shown are 10 curves for j=1,2,…,10 with fixed i=10.

 

Fig. 2   An example of stochastic perturbations added to modify the model states of the 20-

member NCEP Global Ensemble Forecasting System.  Shown are (upper panel) the temperature 

perturbation (unit: K) associated with ensemble number 20, and (lower panel) the corresponding 

perturbation size defined as the square root of “total energy” norm of the perturbation vector 

(unit: ms
-1

), at 120h integration time starting from 00Z, Aug. 25, 2008. 

 

Fig. 3  Mean error (thick curves) of ensemble mean forecast and ensemble spread (thin) of IC 

(solid/black curves), ICSP_01 (long dashed/red) and ICSP_PW (short dashed/green), along with 

root mean square error of the IC ensemble (crosses) and the climatological forecast (black 

squares), for H500 averaged over the Northern (left panel) and Southern (right panel) 

Hemisphere extratropics.  

 

Fig. 4   Anomaly correlation (left panel), mean error (right panel, thick curves) of ensemble 

mean forecast and ensemble spread (right panel, thin curves). IC (solid/black), ICSP_PW (long 

dashed/red) and ICSP_PW_NC (short dashed/green) ensembles are compared for H500 forecast, 

averaged over the Tropics and the period of Aug. 20-30, 2006.  Also plotted in the right panel are 

the corresponding RMSE of the IC ensemble (crosses) and the climatological forecast (black 

squares). 

 

Fig. 5 Mean error (thick curves) of ensemble mean forecast and ensemble spread (thin) of IC 

(solid/black), ICSP_PW_NC (long dashed/red) and ICSP_PW_NC_V (short dashed/green) 

ensembles, along with RMSE of the IC ensemble (crosses) and the climatological forecast (black 

squares), for the H500 forecast averaged over the Northern (left panels) and Southern (right 

panels) Hemisphere extratropics, for the periods of Aug. 20-30, 2006 (upper panels) and Jan. 3-

13, 2007 (lower panels). 

 

Fig. 6 Mean error of NCEP operational 9-day ensemble mean forecast of H500 averaged over the 

Northern (open squares) and Southern (closed square) Hemisphere extratropics, for the calendar 

year of 2007. 

 

Fig. 7  Percentage of Excessive Outliers over the expected value, for 850 hPa temperature 

forecast averaged over the Northern (solid/black curve) and Southern (long dashed/red) 

Hemisphere extratropics and the Tropics (short dashed/green) for the IC (thin) and ICSP (thick) 

ensembles. The left/right panel is for the northern summer-fall/winter season. 

 

Fig. 8a Mean Systematic Error (MSE, upper panel) and Mean Absolute Systematic Error 

(MASE, lower panel) of 500 hPa geopotential height averaged over the Northern (solid/black 

curve) and Southern (long dashed/red) Hemisphere extratropics and the Tropics (short 

dashed/green), for the IC (thin) and ICSP (thick) ensembles averaged over the northern summer-

fall season. 

 



Fig. 8b  Same as in Fig.8a except for average over the northern winter season. 

 

Fig. 9 Systematic Error (SE, upper panel) of the 240h forecast of 500 hPa height, for the IC 

ensemble (upper panel) and the difference between ICSP and IC ensembles (lower panel), 

averaged over the northern summer-fall season. 

 

Fig. 10 Brier Skill Score (BSS) and the reliability and resolution components of Brier Score 

(BS), for 500 hPa geopotential height of the IC (light/black curves) and ICSP (dark/red curves), 

averaged over the Southern Hemisphere extratropics for the northern summer (left panel) and 

winter (right panel) seasons. 

 

Fig. 11 As in Fig. 10, except for 850 hPa temperature averaged over the Southern Hemisphere 

extratropics (left panel) and tropics (right panel) for the northern summer season. 

 

Fig. 12 ROC area of 500 hPa geopotential height, averaged over the Northern (solid/black 

curves) Southern (long dashed/red) Hemisphere extratropics and the tropics (short dashed/green) 

for the IC (thin) and ICSP (thick) ensembles, for the northern summer (left panel) and winter 

(right panel) seasons. 

 

Fig. 13 CRPSS of 500 hPa geopotential height (left panel) and 850 hPa temperature, averaged 

over the Northern (solid/black curves) Southern (long dashed/red) Hemisphere extratropics and 

the tropics (short dashed/green) for the IC (light/thin) and ICSP (dark/thick) ensembles, for the 

northern summer season. 

 

Fig. 14 RPSS of 850 hPa temperature, averaged over the northern tropics and the period Nov. 1-

23, 2007, for the ensembles T126D4 (crosses), T190D8 (open circles), T126D4S (filled circles) 

and T190D8S, described in the text. 

 

Fig. 15 RPSS of 850 hPa temperature, averaged over the northern tropics and the period Nov. 1-

29, 2007, for the ensembles T190D8-T126D4 (crosses), T190D8S-T126D4S (open circles), 

T190D8-T126D8 (filled circles) and T190D8S-T126D8S, described in the text. 



 
Fig.1 Examples of combination coefficients wi,j as a function of forecast lead time, in a 10 

member (N=10) ensemble system. Shown are 10 curves for j=1,2,…,10 with fixed i=10.

 
Fig. 2   An example of stochastic perturbations added to modify the model states of the 20-

member NCEP Global Ensemble Forecasting System.  Shown are (upper panel) the temperature 

perturbation (unit: K) associated with ensemble number 20, and (lower panel) the corresponding 

perturbation size defined as the square root of “total energy” norm of the perturbation vector 

(unit: ms
-1

), at 120h integration time starting from 00Z, Aug. 25, 2008.



 

 
 

Fig. 3  Mean error (thick curves) of ensemble mean forecast and ensemble spread (thin) of IC 

(solid/black curves), ICSP_01 (long dashed/red) and ICSP_PW (short dashed/green), along with 

root mean square error of the IC ensemble (crosses) and the climatological forecast (black 

squares), for H500 averaged over the Northern (left panel) and Southern (right panel) 

Hemisphere extratropics.  

 



 
 

 

Fig. 4   Anomaly correlation (left panel), mean error (right panel, thick curves) of ensemble 

mean forecast and ensemble spread (right panel, thin curves). IC (solid/black), ICSP_PW (long 

dashed/red) and ICSP_PW_NC (short dashed/green) ensembles are compared for H500 forecast, 

averaged over the Tropics and the period of Aug. 20-30, 2006.  Also plotted in the right panel are 

the corresponding RMSE of the IC ensemble (crosses) and the climatological forecast (black 

squares). 



 

 
 

Fig. 5 Mean error (thick curves) of ensemble mean forecast and ensemble spread (thin) of IC 

(solid/black), ICSP_PW_NC (long dashed/red) and ICSP_PW_NC_V (short dashed/green) 

ensembles, along with RMSE of the IC ensemble (crosses) and the climatological forecast (black 

squares), for the H500 forecast averaged over the Northern (left panels) and Southern (right 

panels) Hemisphere extratropics, for the periods of Aug. 20-30, 2006 (upper panels) and Jan. 3-

13, 2007 (lower panels). 



 
 

Fig. 6 Mean error of NCEP operational 9-day ensemble mean forecast of H500 averaged over the 

Northern (open squares) and Southern (closed square) Hemisphere extratropics, for the calendar 

year of 2007. 
  

 



 

 
 

Fig. 7  Percentage of Excessive Outliers over the expected value, for 850 hPa temperature 

forecast averaged over the Northern (solid/black curve) and Southern (long dashed/red) 

Hemisphere extratropics and the Tropics (short dashed/green) for the IC (thin) and ICSP (thick) 

ensembles. The left/right panel is for the northern summer-fall/winter season. 



 
 

 

Fig. 8a Mean Systematic Error (MSE, upper panel) and Mean Absolute Systematic Error 

(MASE, lower panel) of 500 hPa geopotential height averaged over the Northern (solid/black 

curve) and Southern (long dashed/red) Hemisphere extratropics and the Tropics (short 

dashed/green), for the IC (thin) and ICSP (thick) ensembles averaged over the northern summer-

fall season. 

 



 
 

Fig. 8b  Same as in Fig.8a except for average over the northern winter season. 
 

 



 
 

Fig. 9 Systematic Error (SE, upper panel) of the 240h forecast of 500 hPa height, for the IC 

ensemble (upper panel) and the difference between ICSP and IC ensembles (lower panel), 

averaged over the northern summer-fall season. 
 

 



 
 

Fig. 10 Brier Skill Score (BSS) and the reliability and resolution components of Brier Score 

(BS), for 500 hPa geopotential height of the IC (light/black curves) and ICSP (dark/red curves), 

averaged over the Southern Hemisphere extratropics for the northern summer (left panel) and 

winter (right panel) seasons. 

 
 

 
 

Fig. 11 As in Fig. 10, except for 850 hPa temperature averaged over the Southern Hemisphere 

extratropics (left panel) and tropics (right panel) for the northern summer season. 



 

 
 

Fig. 12 ROC area of 500 hPa geopotential height, averaged over the Northern (solid/black 

curves) Southern (long dashed/red) Hemisphere extratropics and the tropics (short dashed/green) 

for the IC (thin) and ICSP (thick) ensembles, for the northern summer (left panel) and winter 

(right panel) seasons. 

 

 

 

  

 

Fig. 13 CRPSS of 500 hPa geopotential height (left panel) and 850 hPa temperature, averaged 

over the Northern (solid/black curves) Southern (long dashed/red) Hemisphere extratropics and 

the tropics (short dashed/green) for the IC (light/thin) and ICSP (dark/thick) ensembles, for the 

northern summer season. 
 

 



 
 

Fig. 14 RPSS of 850 hPa temperature, averaged over the northern tropics and the period Nov. 1-

23, 2007, for the ensembles T126D4 (crosses), T190D8 (open circles), T126D4S (filled circles) 

and T190D8S, described in the text. 
 

 

 
 

Fig. 15 RPSS of 850 hPa temperature, averaged over the northern tropics and the period Nov. 1-

29, 2007, for the ensembles T190D8-T126D4 (crosses), T190D8S-T126D4S (open circles), 

T190D8-T126D8 (filled circles) and T190D8S-T126D8S, described in the text. 

 

 

 

 

 

 

 


