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APPENDIX A
DEVELOPMENT AND VALIDATION OF THE UIUC 24-LAYER ST-GCM

1. Introduction

A GCM that canresolve thestratosphere is in need ¢alculate the radiatioforcing of the
Mount Pinatubo volcanic eruption and to simulde climatechanges induced by tleuption. A
24—layer stratosphere/troposphere general—circulation ni®d@elGCM) haseen developed based
on the UIUC 7-layer AGCM (Oh 1989) and the UIUC 11-la&&CM (Wang1996). Inaddition
to its use in thistudy, this modelhasbeenused to reconstrughe radiative forcing of historical
volcanic eruptions (Andronovat al. 1999), been coupled withhthe UIUC atmosphericchemical
transport model (ACTM) in an off-line mode to simulate the distributions of source gasesoaed
in the stratosphere (Rozan@t al. 1999a,b),and beerused tosimulate the transierdlimate with
prescribed sea—surface temperat(8&T) and sea—ice distributions frod©79 to 1995 for the
Second Atmospheric Model Intercomparison Project (Gledd&9). These studies proved part
the model’s capabilities in simulating climate and climate changes.

We further validate this model by performing a long—term simulation with prescribed present
climatological SST and sea—icedistributions, and bycomparing the simulatedesults with
observations. We also document the structure and development of thisfonddeire references.
Section 2 describehie model’s basic structure and its treatments otititesolved sub—grid—scale
physical processesSection 3 validates thmodel'sperformance in simulating the present climate.
Section 4 examines the influence of the combmses ofRayleigh friction and an orographic—type
gravity—-wave—drag parameterization in a 36—layer troposphere—stratosphere—mesosphere version of

the GCM. Section 5 summarizes this appendix.

2. Model Description and Sensitivity Studies
The 24-layeiST-GCM is a descendent thfe 2—layertropospheric GCM developed in the
late 1960's and early 1970's by Arakawa and Mintz at UCLA (@atls1971),and subsequently
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developed andsed by Schlesinger durinfe past 26years, first athe Rand Corporation from
1973 to 1976, second at Oregon State University (OSU) from 1976 to 1989€4ilath982), and
since 1989 at th&niversity of lllinois at Urbana—Champaigihe 2—-layer AGCVhasbeenused

for many simulation studies, including the onset of the last ice age (Schlesinger and Va&#8gky
and the equilibriunclimate change induced by doublinhe CQ concentration (Schlesinger and
Zhao 1989) — which has been used in many climate impact analyses, thattpablished in 1989

by the U.S. Environmental Protection Agency (Smith and Tig®89), wherein it is known as the
OSU model. Beginning irMl984, Schlesinger and Oh developed a 7-layer version of this
tropospheric GCM. The 7-lay&GCM, with its top at 200hPa, differsfrom the 2—-layerAGCM
mainly in its vertical resolution and the treatment of radiatitmyds, precipitation and the planetary
boundarylayer (Oh1989). Oh usethis modelfor his Ph.D. study at OSU ttevelop and test a
physically based parameterization of clouds and their radiative interactions (Oh 1989)(19&#6)g
developed an 1l1-layer lower—stratosphere/troposphere GCM by extehdingodel top of the
7-layer AGCM to 50 hPa and adding a few layerth@lower stratosphereThe 11-laye AGCM
possesseshe same dynamic and physical features as the 7-R@€&M, but is significantly
improved in simulating the present climate, especially the tropical intraseasonal oscillation (Wang
and Schlesinger 1999).

Since 1994, a24-layer ST-GCM hakeen under development, primarily based on the
11-layer AGCM. Important changesnade to the24—layer ST-GC model include:(1) new
parameterizations of radiatiteansfer for boththe terrestrial andolar radiation; (2) update of the
interaction between clouds and radiation; (3) inclusion of the radiative effects of aerosols in both the
troposphere and stratosphere; and (4) inclusion parameterizatiorfor orographically excited
subgrid—scale gravity—wawdrag. The 24-layeiST-GCM is described below in terms ¢f) its
predicted quantities and solutionethods,and (2) itsparameterizations — the treatment of its

unresolved—scale physical processes.
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a. Predicted Quantities and Numerical Solution Methods

The model prognostically calculates thelocity, temperature, water—vapor mixing ratio and
the amounts of water and ice clouds for 24 specifextical layers in theatmospheretogether with
the surfacepressure, grountemperature, soil water arsthow massand diagnosticallycalculates
many other quantities, including the temperature and water—vapor content of the surface air (2 meters
above theground),the cloud droplet number concentration and claount, andhe rainfall and
snowfall. In the version of the 24-layerST-GCM coupled toour ACTM with interactive
photochemistry, many chemical species are also prognostic variables (Rezahd®99a,b).

The horizontal distribution of dependent variables in the model is staggered according to the
B—gridto simulate the process of geostrophic adjustiffakawa and_amb 1977), and themodel
usesfinite differencesthat conservethe total atmospherimass,total energy undemldiabatic and
frictionless motion, and enstrophy ftre nondivergent component of tkend field (Arakawa

1966). The model's grid is latitude—longitude, with a 4° by 5° resolution (Fig. A-1).
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Fig. A-1. The continental outline and surfacelevation (m) of the UIUC 24-layer
ST-GCM,with 4° latitude by 59ongitude resolution. The contoumterval for the surface
elevation is500 m. The primargrid is centered at latitudes +2°, £6°,. and longitudes 0°,

+5°, ...
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Vertically the model extends from tlearth'ssurface to 1 hPéig. A—2). The modeluses
sigma () as its vertical coordinate, such that the earth's surface is the coordinate surfacand
the top of the model is the coordinate surface 0. The structure of theertical layerswas chosen
to: (1) resolvethe peak of the ozone concentratiaround 10 hPa, (2gliminate internalwave
reflection and overcome computatiomabdes (Tokiokdl978),and (3) represemell the planetary

boundary layer. The pressure values dtalf—integer levels in thdirst 10 layers inthe upper

atmosphere followpy 412 = pk_l/zed, where d = (Inp10+1/2 —|in)/10, Pt = P12 =1 mb,
P1o+1/2 =100 mb, and k enumerates the layers downward from the top layer of the model, k =1, to

the 10th layer. There are 14 model layefom about100 hPa tahe earth’ssurface with preset
pressure values for a given surface pressure of 1000 hPa (Fig.2).

The adiabaticand frictionless terms in the primitivequations, and irthe conservation
equations fowater vapor and cloud water/icae integrated itime using a sequence of 10 steps
per simulatechour, comprised of sixtime—alternating—space—uncentef@®SU) steps with the
Matsuno scheme anfibur space—centeredteps withthe leap—frogscheme. The diabatic and
frictional terms in these equations are evaluated once per simulated hour. To avoid having to reduce
the timestep to maintain linear computational stability in high latitudes where the mecinisesge,

a longitudinal smoothing othe zonalpressuregradient and the zonahass flux is performed
poleward of 34° latitude. Thigme integration of the modekquires about 75ours of Cray C-90
computer time per simulated year.

b. Parameterizations — Treatment of Unresolved—Scale Physical

Processes

Due to computationaonstraintsthere are many unresolved—scg@abgrid—scale) physical
processes whoseffects on the resolved—scale quantitiescateulated interms of those quantities
alone, that is, they are parameterized. Tlaesedescribetbelow for: (1)the surface and planetary
boundarylayer; (2) subgrid—scale transports, convectitarge—scalecondensationprecipitation
and cloud;(3) radiative transfer;(4) aerosols and (5) gravity—-wawsrag. A more detailed

description of parameterizations (1) and (2) is give®hy1989).
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Fig. A-2. The vertical structure of the UIUC 24—layer ST-GCM.
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(1) Surface and planetary boundary layer

The topography of the model is that obtained by area—averaging 1°x1° topography (Gates and
Nelson 1975) oveeach of thanodel's 33124°x5° grid cells(Fig. A—1). The surfaceroughness
length over land is taken as thaximum of a function of thetandard deviation dhe topography
(Fiedler andPanofsky 1972hnd theroughnesdength of the localvegetation, including a "zero
plane displacement" valder tall vegetationtypes(Monteith 1973). Over sea ice the roughness
length is constant (Doronih969). Over ocean,the roughness is &unction of thesurface wind
speed. Inthe version ofthe model inwhich sea surfacéemperature and seee extent are not
calculated, their distributiorare prescribedrom the AMIP-II climatology. In theversion of the
model inwhich sea surfaceemperature and sea—ice extent are calculated, theyoaeeso by a
fixed—depth, 60 meter, mixed—layer ocean model and a thermodynamic sea—ice model.

The turbulent surface fluxes of momentum, sengieltand moisture are parameterized by
bulk formulasthat depend on the differences of themmentumtemperature and moisture between
the ground and surfacair, the surface—aiwind speed,and aerodynamic drag and transfer
coefficients. The surface—air windteken as a fraction of theinds extrapolated fronthe lowest
two model layers. For comparison with observatiGes—levepressure surface—air temperature,
and geopotential height and temperatoetow groundare diagnosed following Trenbertkt al.
(1993). The surface—air moisture is taken to be the same as that at the lowest atmosph&iiig.level
A-2). The aerodynamidrag and transfer coefficients dependtlo@ vertical stabilityand surface
roughness length, witthe sametransfer coefficientused forthe fluxes of sensibleheat and
moisture. The surface moisture flux depends on evaportranspiration effidek®y,as unity over
snow, ice and water, and as a function of the soil wetness over land.

The groundtemperature is taken to be the average tempermaerdhe diurnalskin depth,
calculated from a prognostic budget equation whose source and sink terms include the surface fluxes
of radiation, sensible heat and latent heat, thrcheatransfer intothe ground. The latterdepends

on the thermal conductivity and bulk heat capacity of the ground.
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The soil wetness idetermined from @rognostic budget equatidghatincludes the rates of
precipitation,snowmelt, surfaceevaporation andunoff. Soil wetness ighe ratio of the soil
moisture content to the field capacity, thder prescribed foreach of the 35 combinations of the
AGCM's 5 soil textures (sandy; sandy loam; light loam; loamy; and heavy loam, clay) and 7 surface
types {(1) evergreen wood and forest; (2) mixed and deciduous wood, and forest; (3) grassland; (4)
cropland;(5) shruband semi—deser{f) desert; and7) tundra, mountainarctic flora)}(Vinnikov
and Yeserkepova 1991). The evapotranspiration efficiency over land is taken as the minimum of 4/3
the soil wetness andinity. The runoff rate is a nonlinear function of trsmil wetness and the
combined rates of precipitation asdowmelt. Ifthe predictedsoil wetnessexceedsunity, the
excess moisture is taken as additional runoff.

The snow mass isletermined from g@rognostic budget equatidhat includes the rates of
snow accumulation, melting and sublimation. Precipitation falsnasv if the temperaturéor the
lowest model layer itessthan 0°C. Thesnowmeltrate is computedver land fromthe difference
between the downward heat fluxes at the surface andptivardheatfluxes thatwould occurfor a
groundtemperature equal to the melting temperatursnafw (0°C). Snowmelt contributes to the
soil moisture. Accumulationand melting of snow may also occur on sea&e. The surface
sublimation rate is equated to the evapordiiwe from snow, unlessublimation removesll the
snow mass in less than one hourwinich casehe sublimation rate iset equal to thenow—mass
removal rate.

The dependence of the albedosmiow—covered surfaces on sokmnith angle angnow
temperaturéhas been included in the modébllowing Briegleb and Ramanathgii982). The
seasonal variation ahe albedo ofsnow—free surfaces is prescribed frdme observationatlata
compiled by Matthews (1983). Surface albedo has been made a linear function of the snow—covered
and snow—free albedo, weighted by a function of snow depth and surface roughedsq of the
planetary boundary layer (PBL) is taken to be the height olotkest fouratmospheric layeré-ig.

A-2). Cloud inthe PBL is diagnostically computed on tHzasis of a cloud—toppeatixed—layer
model (Guinn and Schubert 1989; Lilly 1968)
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(2) Subgrid—scale transports, convection, large—scale condensation,

precipitation and clouds

The model has parameterized stability—dependent, subgrid—scale tuviedlieattransports
of heat,water vapor and horizontal momentunthere are nsubgrid—scale turbulent horizontal
transports of these quantities. mMomentum drag is included the top layer of the modéehat is
proportional to air density and the square of the velocity (Haets&in1983).

The modelhasthree parameterizatiorfsr convection:(1) dry—convective adjustment, (2)
middle—levelconvection, and (3penetrating convectionDry—convective adjustmemtccurs if the
temperature lapse rate betweamy two adjacent verticalayers is absolutelyinstable,that is,
exceeds the dry—adiabatic lapsge. If this occursthe instability is instantaneously removed by
adjusting the temperatures of the two layers ghahtheir lapse rate @ry adiabatic. This is done
by transferringheat vertically between thayers undethe constraint that theitotal enthalpy is
conserved. Dry—convective adjustment is performed frdhe lowest tothe highest moddayer,
iteratively.

Middle—level convectionoccurs if the temperature lapse rate betwesty two adjacent
vertical layers is conditionally unstable and the lower—layer air is sufficiently near satutstton
would bepositively buoyant if displaced to the higher layer (Arakal9&9; Arakawa andVintz
1974). This condition occurs whéime moist static energy of thewer layer exceeds the saturated
moist static energy of the upper layer. Wlhies instabilityexists, an upwardonvectivemass flux
occurs betweetthe layers within a convectiviewer, and a compensatindownward masdlux
occurs between the layers in the environment outside the conviestige Because the air within
the convectivaower is saturatedhe convectivanass fluxtherein generates liquidiater, part of
which is converted into convective precipitation that falls out ottbed. The subsiding mass flux
in the environment modifies the environmental temperature, water vapor and horizontal momentum.
This modification of the environment reduces the instability at a ratel¢ipainds orthe convective

mass flux. The latter is calculated such that the instability is removed with an e—foftengf one



137

hour. The fractionalcloudiness fomiddle—level convective cloud is a function of the convective
mass flux and the relative humidity of the higher layer.

Penetrating convection occurstlie temperature lapse rate betweenRBE and anylayer
above is conditionally unstable and tR8L air is sufficiently near saturation thatvtould be
positively buoyant if displaced to the higher layer (Arakawa @adubert1974). This condition
occurs wherthe moist static energy of tHeBL exceeds the saturated moist static energy of the
higher layer. The treatment of penetrating convection is essentially the same as the treatment for
middle—level convection, except that: (1) as many convetdiversmay coexist as there are layers
above the PBL, one tower extending from the PBkdoh layefor which the instability exists; (2)
environmental air is entrained into each convedibveer fromall layers through which ipasses,
and this mass transport modifit® temperature and watespor withinthe cloud, aswell as the
temperature, water vapor and horizomt@amentum within the environment; arf@) when the
initiating instability for any cloud tower ceases to exist, the cloudiness at its top level evaporates with
a prescribed e—folding time.

Large—scale condensatiatcurs in alayer not onlywhen the grid cell is everywhere
saturated, but also when only part of the gedl is saturated Sundqvist 1978, 1988)The rate of
condensation depends on the large—scale convergence rates of moisture, ineatszanttl thetime
rate of change of fractional relative humidity of tlayer, U. The latter is determinedrom
U =bUg+(1-b)U,, where b is the fractional cloudiness,(=1.006) is the supersaturateelative
humidity within thecloud, 1- b is the cloud—fredraction, andU, the fractional relative humidity
of the clearair. Closure isachieved byassuming: (1)the moisture convergence is partitioned
between the cloud andlear air in proportion to b andl1-b, respectively; and (2)

Uy, =Ug+tb(Us-Ugy,), whereU,, is the relative humidity at which condensatmanbegin. The
resultisthat b=1-[(Us—-U)/ (US—UOO)]”Z, which increases from zefor U = U, to unity for

U=U, U, is taken to be 0.98.

For clouds with temperature below 0°C, a fraction of the cloud water is takeride, vath

the fraction increasing linearlyom zero a0°C tounity at —30°C. Precipitationccurs inthe ice
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phase ifthe cloud temperature iessthan 0°C, and in the liquiphase otherwise.The rate of
cloud—water conversion to precipitation is ten times larger for the ice phase than for theHased
Large—scale precipitation beneath cloud base evaporates (sublimatesfeahat iproportional to
the product of the precipitation rate, ttedative humidity deficifrom saturation, anthe cloud—free
fraction of thegrid cell. Convectiveprecipitation beneath cloud base evaporatesrateathat is
proportional to the product of threlative humidity deficitand the cloud—water contef@chlesinger
et al. 1988).

Stratiform and cumuloform clouds can coexist within the saenical atmosphericolumn,
albeit not in the samdayer. Acloud in anyvertical layer is identified as either a stratiform or
cumuloform cloud depending on the preceding cloyek, the large—scale condensation and the
convectivemass flux inthe layer. Ifthere is convectivenass flux,the cloud type is taken to be
cumuloform regardless of whethiile preceding cloudas stratiform or cumuloform. Ithere is
large—scale condensation and no convectioa,cloud is taken to b&tratiform. Ifthere is neither
convectionnor large—scalecondensationthe cloud maintains its cloud type untildissipates by
evaporation (Schlesinger and Oh 1993).

(3) Radiative transfer and radiation—cloud interaction

When we created the first version of the 24-l&§&~GCM from our 11-layer tropospheric
GCM (Wang and Schlesinger 1995; Schlesingieral. 1997a; Wang and Schlesing&999) we
employed the radiative parameterization of the latter {289) (hereaftetlUIUC89). However that
parameterizatiorproved to be unsatisfactory fahe stratosphere inhe ST-GCM. Inaccurate
longwave cooling and solar heating prohibited the médeh being integratedbrward longerthan
a month before the model suffered computational instability because of unrealisticailywinds.
Onemajor reason forthe inaccurate cooling rates is that the Dopbfteadening of theabsorption
lines of watervapor, carbon dioxide and ozoneas not taken intoaccount. Accordingly, as
describedbelow, we have developediew parameterizations (hereaft€lUC98) for terrestrial

(infrared) and solar radiation and their interaction with clouds.
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Terrestrial radiation. The UIUC98 parameterization of infrared radiation msed on the
parameterization developed Bhou and Suarez (1994) which computes absorption and emission

of terrestrial radiation due to wateapor, carbon dioxide andzone,and contains 8 broad bands

ranging in wavenumber from 3006m~* to 0 cm™t. The thirdband (540~800cm™) contains
threesub—bandgo cover the rapid changes of ti@O, absorption coefficients betweehe band
center andband wings. Dependingupon the importance of the scaling effect of thertical
variations of pressure and temperature on absorption, three different approaches areampdt¢o
the transmission functions for different gaseous absorbertig K-distribution methodith linear
pressure and/demperaturescaling, (2)two—parameter scaling with precomputed look+aiples,
and (3) one—parameterscaling. Chou and Suarez (199é4xamined and validated this
parameterization against accurate line—by—line calculations. They showed that the sategrablés
of computing the cooling rate accurately for both the middlel@andr atmospheres (fro®.01 hPa
to the surface) with errors less than 0.4°C/day.

To usethe Chou and Suarez (199¢prameterization in the 24-lay8T—GCM, wehave
modified the parameterization to take into account the influencéoofls, aerosolandtracegases
(N,O, CH,, CFC-11, CFC-12and HCFC-22) according toChou (personatommunication
1997). In this UIUC98 version, two—parameter scaling is used for absorptitve lbgnters of the
water—vapor bands, the k—distribution method with linear pressure scaling is used for absorption by
the wings of the water—vaporbands, and one—parameter temperature scalingiged for the
water—vapor continuum absorptiofwo—parameter scaling is alssed tocompute CO, and O
absorption becaus®oppler broadening of theinbsorption lines is important ithe upper
stratosphere.The transmittances due t@cegasesare computedising the k—distribution method

with linear pressure scaling. A narrow band in theuib region has been addeddocountfor the
flux reduction due toN,O. Thesixth band (1100 ~ 1380 pum) the Chou and Suarez (1994)

parameterization has been divided into two bands (Ming—Dah Chou, personal commutha#pn

Table A-1 shows the longwave spectralbands, together with the corresponding absorbers



Table A-1. Longwave spectral bands with corresponding absorbers and methods used to
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compute transmittances (revised from Table 1 of Chou and Suarez (1994)).

Band Wavelength Absorber Transmittance
(cm™) Calculation
Method

1 0-340 H,0 line two—parameter
2 340-540 H,0 line two—parameter

3 540-800 H,0& 15 um CO,overlap k—distribution
H,O continuum one—parameter
CO, two—parameter

N,O k—distribution

4 800-980 H,0 line k—distribution
H,O continuum one—parameter

CO, k—distribution

CFC-11, CFC-12, HCFC-22 k—distribution

5 980-1100 H,0 line k—distribution
H,O continuum one—parameter
O3 two—parameter

CO, and CFC-11 k—distribution

6 1100-1215 H,0 line k—distribution
H,O continuum one—parameter

N,O, CH, k—distribution

CFC-12, and HCFC-22 k—distribution

7 1215-1380 H,0 line k—distribution
H,0 continuum one—parameter

N,O andCH, k—distribution
8 1380-1900 H,0 line two—parameter

9 1900-3000 H,0 line k—distribution




141

and methods of computing transmittance. To reduce computing tf@ecolumn—integrated
absorber amount and absorber—weighted temperature and pressure are assumed not to change withil
each simulateds—hour period; thus the transmission functions due to gaseous absorbers are
computed only 4 times per day.

To illustrate the importance dhis revision ofthe longwave radiatiorparameterization in
correctly simulating the atmospheric cooling rate, a column radiative—transferwasdabnstructed
using the infrared radiation scheme ofour 7-layer tropospheric and 1l-layer
troposphere/lower—stratosphere GCMs (UIUC89) (Oh 1989), and a second radiative—tnadsfer
was constructed usintghe new infraredradiation schem@UIUC98) describedabove. Both of the
1-D column models extend up to 1 hPa and have identical 24 layers, with sigma values prescribed to
be the same as in the 24-la@F-GCM (Fig. A-2). With the initial profiles of temperature,
pressurepzone and water vaparterpolated fromthe standard atmosphere dfcClatcheyet al.
(1972) to the model layers, and with only the major contributors to longwave coblyi, (CO,,
and Og) included, the cooling rates (°C/day) are comptibedhe clear—sky atmospheric conditions
of mid-latitude summer, tropics,and sub-arcticwinter, separately using the two 1-D
radiative—transfemodels. Herghe CO, concentration is taken to 850 ppmv throughout the
atmosphere. Cooling ratgdsegative) computed from thes@o models andtheir differences
(UIUC98 minus UIUCB89) are presented in Fig. A-3 thee four atmosphericonditions. It is seen
from Fig. A-3 that theUIUCB89 longwaveparameterization is n@iccurate relative to thglUC98
parameterization.For the cases ofmid—latitude summer antfopics, itoverestimated the cooling
rates in the stratosphere, with the largest error of &f@itlayoccurring in the middletratosphere
near 10 hPa, andnderestimated the cooling rates in tt@pospheregxcept near theurface,with
the largest error of about 1.2°C/day occurring 1284y hPa. Fothe case of sub—arctwinter, the
UIUC89 longwave parameterization slightly underestimated the cooling rate in nticdle
troposphere, but severely overestimated the coaditegin theupper stratosphere, withraaximum

error reaching 4.8°C/day.
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Fig. A-3. Longwave cooling and solar heating rates (°C/day) calculated uswg24—layer
column radiative—transfer models, onesing the UIUC98 radiation routines of theUIUC
24—layer ST-GCM (labeled daew”) and the other using th&IUC89 radiation routines (Oh
1989) of theUIUC 7—layer and 11-layer AGCMs (labeled as “old”). Four standatdar—sky
atmospheric profiles of McClatchey ak (1972) areconsidered: mid—latitude summéupper
panels), tropics (middle panels), and the sub-araiimter for longwave radiation and
sub-arctic summer fasolar radiation (lower panels). The differendeetween the longwave
cooling rates and thedifference between theolar heating rates of the “new”and “old”
radiation routines are presented in thgght panel for eachatmospheric condition. In all

panels, only CQ H,O and Q are included in the radiative—transfer calculation.
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The effects ottlouds on terrestrial radiaticare included in th&JIUC98 parameterization by
introducing ameanflux transmittancethat is theproduct of thegaseoustransmittances and a
cloud-related coefficient (Chou and Suarez 1994). This coefficient is calculated for eaclaye€CM
and conveys information aboctioudiness,cloud opticalthickness, andtloud overlapping. This
approach is flexible enough to allow the choice of the type of cloud overlappingusetie To be
consistent with the solar—radiation parameterization, clatgigrouped intathree categories — high
clouds above the 16th—layer (~ 400 hPa) ahe model, middle clouds betweetthe 16th and 19th
o-layers (~ 700 hPa), and low clouds below the IBtlayer (sed-ig. A—2). Cloudswithin each
category are assumed to fmeximally overlapped, whilghe different cloud categories amesumed
to be randomly overlapped. The cloud transmission function for a givendagends orhe cloud
liquid and/orice water path and cloud emissivities, witle latterprescribed following Stephens

(1978) for liquid—water clouds and Starr and Cox (1985) and Grédfiti. (1980) for ice clouds.

Solar radiation. The UIUC98 parameterization of solar radiation is basetherparameterization
developed byChou (1990; 1992), ChoandLee (1996),and (Chou and Suard®99). Wehave
added the scattering aatbsorption of aerosols amdodified the cloud—radiation interaction. The
UIUC98 parameterization computes the absorption by water vapor, @ashen dioxidepxygen,
clouds andaerosols,and the scattering bglouds, aerosoland molecules (Rayleigh scattering).
There are 8 bands in the ultraviolet and visible spembns(0.175—-0.7um) and thredands in
the near—infrared and thermal-infraregjions(0.7-10.0um) (Table A-2). In the first 8 bands,
effective coefficientdor ozone absorption areffective cross—sections foRayleigh scattering are
pre—computed. In each tife last 3bands,the k—distribution methodith simple pressurescaling
Is used to calculate the solar heating by water vapor and cdidbade. Absorption andcattering
of solar radiation by clouds are included in all 11 spectral bands (0.175 pm-10 pm).

Cloud grouping and overlappirgye treated in the sanway as inthe longwave—radiative
transfer parameterization. Tkebortwaveradiative properties of liquid—watetouds (Slingo 1989)

depend on liquid—water path and the equivatadtus ofthe drop—size distributiony,), the latter
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Table A-2 Optical properties of sulfate aerosol (75PSO, and 25%H,0) computed from

a Mie theory model and integrated over the 11 spectral bands of the solar radiation model.

Solar Spectral Specific Single Asymmetry
band range Extinction scattering factor
(um) (m?q) albedo
1 0.175 - 0.225 9.266970 1.000000 0.681185
2 0.225 - 0.245 9.598478 1.000000 0.689153
0.260 — 0.280 9.752305 1.000000 0.702173
3 0.245 - 0.260 9.700645 1.000000 0.695448
4 0.280 — 0.295 9.755453 1.000000 0.708951
5 0.295 - 0.310 9.715019 1.000000 0.714398
6 0.310 — 0.320 9.653944 1.000000 0.718529
7 0.320 — 0.400 9.205408 1.000000 0.730148
8 0.400 — 0.700 6.556963 1.000000 0.724810
9 0.700 — 1.22 2.608097 0.999987 0.627487
10 1.22 - 2.27 0.555460 0.985749 0.407517
11 2.27-10.0 0.383464 0.144101 0.091496

determined by the in—cloud liquid—water content and cloud—droplet number concerfCaiug).
The CDNC isempirically related to the sulfateerosol massoncentration (Boucher and Lohmann
1995). This approach enables us #budy the indirect radiative forcing of sulfataerosol.
Shortwave radiative properties io€ cloudsarealso functions othe ice—water path aride crystal
effectivesize,taken to be 7um. Formixed—phaselouds,the optical depth is the summation of

water—cloud optical depth and ice—clontical depth,the single—scattering albedo is optical-depth
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weighted, andhe asymmetry factor is optical-depth and single—scattering—albedited. The
delta—Eddington method is firesed tocalculate transmittancand reflectance of each lay€King
and Harshvardhah986), and then the two—stream adding mettiodbwing equations (3)—(5) of
Chou (1992) isapplied to compute thepward anddownward fluxes in botlthe clearand cloudy
atmosphere.

Two column solar radiative—transfer models withUC89 and UIUC98 parameterizations
of solar radiation were constructed to comparestilar heatingrates. Three clear—sky atmospheric
conditions chosen from the McClatchetyal. (1972) standard atmospheric profiles were tested with

only the majorabsorbers of solaradiation H,0, Oz and CO,) included: (1) the mid-latitude

summer, with a solazenith angle o60° and surface albedo @.3; (2)the tropics, with a solar
zenith angle of 0° andurface albedo dd.1; and (3)the sub—arctisummer, with &enith angle of
80° and surface albedo & 7. The calculated heatingitesusingthe UIUC98 and UIUC89 solar
radiation schemes and their differences are shown in Fig. A-3, separatéig foree atmospheric
conditions. Thesetwo schemes result inearly identical heating rates in ttreposphere. In the
stratosphere, the heating rate by tH&/C89 scheme is generally smaller than that by thegC98
scheme and the discrepancy increases with heigie. maximum differences occur near thedel
top and are 1.1°C/day for the mid—latitude summer, 1.5°C/daydatropics and.4 °C/dayfor the
sub-arctic summer.

(4) Aerosol

In the ST-GCMthe radiative effects aderosols orterrestrial and/or solar radiatia@an be
turned on in the troposphere and/or stratosphere, depending on the research interest. Both scattering
and absorptiomre included in theolar radiation parameterization, while absorption and emission
are included in the terrestrial radiation parameterization. In the pnesesion ofthe 24-layer
ST-GCM, the radiative properties (specifextinction, single—scattering albedo and asymmetry
factor) of tropospheric sulfate aerosol have bealoulatedoff-line by ourMie scattering model
(Boucheret al. 1998) We assume that: (1) aerogalrticlesconsist of 75% sulfuri@cid and 25%

water, (2) the fraction of fine—particle mass that is sulfate is 60% (Kiehl and Brieg8s), and (3)
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the aerosol size distribution follows a modified Gamma fundi@ihiO 1986). The complex index
of refraction as a function of wavelength follows the WMO report (1986).

The Mie scattering modelvas run with a higlspectral resolution d.005 um tocompute
the specificextinction, single—scattering albedo and asymmigtcyor. These opticaproperties in
high spectral resolution were then integrated to therbad bands othe solar radiatiormodel and
the 9broad bands dthe terrestrial radiatiomodel. Table A—2presentshe solar spectrabands,
together withthe calculated specifiextinction, single—scattering albedo and asymmetry factor for
sulfate aerosol ierachband. The single—scattering albedior sulfate aerosol is set to bef@r all
bands ofterrestrial radiation since scattering is considered neglithiglee. The spectral extinction
efficiency of terrestrial radiation by sulfate aerosokachband is notshown here. This aerosol
modelhas alsdeen installed irour 11-layer troposphere/lower—stratosphere G@¥ang 1996;
Schlesingeet al. 1997a; Wang and Schlesinger 1999), with appropriate modificationsjsaldto
study global and regionaklimate changes induced by the diresblar radiative forcing of
anthropogenic sulfate aerosol (Schlesingeral. 1997b). Simulation results fronthe 11-layer
troposphere/lower—stratosphere  GCM  have been provided througl Internet
(ftp://crga.atmos.uiuc.edu/pub/emf/) for scientists to study the impacts of global and regional sulfate
aerosol emissions.

(5) Gravity-wave drag

Gravity waves, excitedwhen stablystratified airflows overirregular terrain,are able to
transport horizontal momentum vertically. Parameterization ofithgeffect of orographic gravity
waves withspatial scales smaller th#mose resolved by aAGCM's grid is important. Usually
unrealistically intense midlatitude eastward surface winds exist in GCMs without parameterization of
orographic gravity—wave drag (Hamiltd®96). Other processes, such asoist convection, the
development of dynamical instabilities of the Kelvin—Helmhajtze, geostrophi@djustment and
frontal zones, can also produce gravitywaves and transfemean momentum between the

troposphere andhe stratosphere/mesosphere. Non-orographic grawvayes generally have
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non—zero phase speeds amdlesswell understood at presetitan orographically excited gravity
waves.

In the past twodecades considerable efftisbeen made tanderstand angarameterize
gravity—wave drag (GWD), with more attention paid to non—orographic gravity—wave drecem
years. A fewdifferent parameterizatioschemes of orographicalBxcitedgravity—wave dradnave
been widelyused in bothnumerical weather—prediction models and general—circulatiodels.
Stimulated by Lindzen’$1981) work onthe simple parameterization efave breaking associated
with the onset ofconvective instabilityMcFarlane(1987) designed a wave—dragrameterization
based on linear theory for steady monochromatiges,with the momentunilux divergence being
represented by the wave—saturatimsumption, andpplied it to the Canadian Climate Center T21
spectral climate model. Palmatral. (1986) independently developed and tested another orographic
wave—drag parameterization, also based on Lindzen’s wave—saturgtiothesis, inthe United
Kingdom Meteorological Office gridded general—circulation model.

We have included Palmeet al!s (1986) parameterization of orographicallgxcited
gravity—wave drag inthe 24-layerST-GCM. In this parameterization thesurface stress is
proportional to the near—surfacgind speed andstatic stability, and tothe variance of the
subgrid—scale orographgnd wave breaking depends the Richardson number.The vertical
profile of wind stress isdetermined by a saturationypothesis whereby breaking waves are
maintained at marginaitability. To useéhe scheme in the 24—-lay8T—-GCM, amodification has
been made to allow 90% of the horizontal momentum transported by gravity wawdstihe model
top if the wave—breakinpvel does notoccur within themodel. Thisscheme requires tuning of
several parameters to obtain the best wave—breaking effect, for examglebghie—scale mountain
wavenumber and the upper limit of the subgrid—scale mountain—height variance.

To determine the effect of the parameterized GWD on the 24-3aye6CM'sperformance,
two 180-day perpetual-January simulatiohave beenperformed, one withthe GWD
parameterization and ondthout. Thefirst 60 days ofeach simulation are taken ggin—up time,

and the lasil20 days ofach simulation arased for comparison. Figh—4 showsthe sea—level
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Fig. A-4. Comparison of sea—level pressure fieldbetween two perpetual-January
simulations without (a) and witkb) GWDparameterization. In each 180—-day simulation the
data from the last 120 days were saveddévive the mean sea—level pressure. ®heerved

in (c) is from the NCEP/NCAR Reanalysis averaged from 1@68gh1995. Pressurevalues
less than 1010 hPa are shaded.
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pressure averaged over the last 120 days of the two simulations, togethisewtiberved January
sea—levelpressureclimatology derivedfrom the NCEP/NCAR Reanalysis averaged frat879
through 1995,which is provided onthe Internet by the Climatdiagnostics Center, U.S.
Department of Commerce, NOAA (http://www.cdc.noaa.gov/cdc/data.nmc.reanalysis.html).
Distinguishable differences exist in tidorthern Hemisphere betwedhe simulated sea—level
pressure fields with and witho@WD. With GWD, the Icelandic andhleutian Lows, and the
Siberian and Nort®mericanHighs, are well simulated compared to tbbservations, though the
subtropical High irthe Pacific is still about 1@Pa strongethan observed. The overly intense
surface westerly winds in the northern—hemispimeidgdle latitudes in the simulation without GWD
are greatly reduced by the GWD parameterization.

Fig. A-5 showsthe zonal-mean zonalind andzonal mean—temperature averaged over the
last 120 days of the two simulations, together with observation for January. The observed wind and
temperaturébelow 10 hPaare derivedfrom the NCEP/NCAR Reanalysis averaged frat879
through 1995,and above 1MPa fromthe COSPAR International Reference AtmosphE986
(CIRA-86) (Ree=et al. 1990), which ismaintained by thdritish National Space Sciendgata
Center. The CIRA-86data cover latitudesnly from 80°S to80°N. With GWD the simulated
tropospheric westerly centers have about thiegerved positions and magnitudespecially in the
Northern HemispherelThe influence of the GWD parameterization on #wthern—hemisphere
circulation is negligible.Unfortunately, the simulated polar—nighjet in the northern lower
stratosphere at about h®a is too weak and is shifted equatorward of its observed position. The
simulated zonal-mean temperature in the northern polar stratosphere between 100 hPa and 10 hPa is
about10°C warmer thanobserved withthe GWD parameterization, and abdi8°C colder than
observed without the GWD parameterization.

Palmeret al. (1986) performed two perpetual-January simulations ubadgJKMO 11-layer
GCM with and without the GWD parameterization included. They found a temperature difference of
about +20°C near the tropopause in the Northern Hemisphere and a zonal-mean zahet reasd

of about 20 m/s near the top of the model centered in the mid—latitddlemformation indicates
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(a) U, Simulated Without GWD (b) U, Simulated With GWD (c) U, Observed

Pressure (hPa)
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Fig. A-5. As in Fig. A-4, exceptfor zonal-mean zonal wind (upper panels) and
temperature (lower panels). Easterly wind and temperature al@S@eare shaded. The
observed wind and temperature below 10 hPa are from\iGEP/NCAR Reanalysiaveraged
from 1979 through 1995, and above 10 hPa from tHeéOSPARInternational Reference
Atmosphere 1986 (CIRA-86) (Rees et al. 1990).
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that our GCM might havesuffered excessive windeceleration in thaorthern lower stratosphere,
which in turn causes excessive warming tire northern polarstratosphere. Based on this
conjecture, we have conducted a set of perpetual-January simulations by chiagingable
parameters within the GWD scheme and/or by applying the GWD parameteritatiothe
troposphere othe troposphere and lower stratosphere alone. ciiémged thaupperlimit for the

variance of thesubgrid—scale orography (denoted as H) from 200 m to 1000 m, and the

representative horizontal wavenumber of siibgrid—scale orography from0x10 * t0 0.6x10°

(denoted ax). Unfortunately, none of these simulations proved to be satisfactory. In one

extreme, if H and/or K are too small (H=200 m, K = 0.6_>%)],Qhe GWDparameterizatiomas no

detectablesffect. The simulatedhorthern polar—nighjet istoo strong and noseparated from the

tropospheric subtropical jet, atide simulation of sea—leveressure is not improved. the other

extreme, if H and/or K are too large (H = 1000 m, Ii.@xlo_ﬂ'), thenorthern polar-nighjet and

the tropospheric subtropical jet are separated, but the northern polar—night jet becomes too weak and
its core in the lower stratosphere is shifted to the mid—latitudes, and a large waouchiasin the

northern polar regionThe best choice we found for the 24—-layer ST-GCM is to set H =700 m and

K = 2.5x10 5, and applythe GWD parameterization to the en@nosphere, as usedtime above

perpetual-January simulation.
Despite this shortcoming of the GWD parameterization, we have decided to keep it presently

in the UIUC 24—layer ST-GCM fdhreereasons. First, it doggeatly improve the simulation in

the troposphere and near the surface. Second, hpardmeterizéropospheric/lower stratospheric
subgrid—scal&sWD in GCMs isstill not settled. It isevenlessclear thanhow to parameterize
subgrid—scale GWD in the mesosphere. Some basic questions remain to be solved 1S®&RC
Third, someimproved GWD parameterizatioschemeghat canresolve the spectrgroperty and
different sources of subgrid—scale gravity waves have been devetmeady(e.g., Alexander and
Dunkerton 1998Hines 1997a,band are beindested. For exampléhe scheme developed by

Alexander and Dunkerto(i998) can be applied in principle teubgrid—scale gravityvaves in
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GCMs generated bymountains,tropical convection, and windshear. Welook forward to

evaluating these newly developed GWD parameterizations in the future.

3. Simulation of the Present Climate

Here, we present results from a 15—year control simulation of the model. For this simulation
the distributions of sea—surface temperature andceagere prescribed frorthe AMIP—II monthly
meandistributions, whichare the averageisom 1979 through 199Gleckler 1999), and were
updated daily by interpolation between consecutive monthly mehres. The recommended
3—dimensional ozone data (Wasg al. 1995) bythe AMIP-II panelwere used. Tropospheric
natural sulfate aerosol from Langner and Rohde's (1991) slow—oxidation simulation was included in
the model asropospheric background aerosahd only itsdirect radiative effect — scattering and
absorption of solar radiation and absorption of longwave radiatias-included. The effective
radius of water cloud dropletwas taken to be 12 pum rather than relating it to the aerosol
concentration as described in Section Zherefore,neither the direchor the indirect radiative
forcing of anthropogenic sulfate aerosol were included in this simulation since their uncertainties are
still large, especially the indirect part (Houghtgral. 1996).

If not indicated specifically, modeksults presented beloare averagesver the last 12
years of simulation. Simulated quantiti@® comparedvith observations. Section 3a presents
surface—air temperature, precipitation, clocover, and cloud—radiativeforcing. Section 3b
examines atmospheric temperature and circulation, poléex, sudden stratospheric warming, the
guasi—biennial oscillatiogQBO), andthe equatorial semi—annuaécillation. Section 3c illustrates
the Transformed—Eulerian—Mean circulation and eddy forcing of zonal-mean zonal wind.

a. Surface Quantities, Clouds and Radiative Fluxes

(1) Surface—air temperature

In themodel, surface—ailemperature is obtained by extrapolating the air temperature at the
lowestmodellevel, which is about 80 m abovbke ground inglobal average, downward to the

surface with a lapseate of 6.5°C/km. Presented ithe left-hand panels dfig. A—6 are the
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simulated annual mean surface—air temperaturestémelard deviation of monthipean surface—air
temperature, which measur® variation of surface—air temperature iyear, and the march of
zonal-mean monthly mean temperature from January to December. For a better view of the seasonal
cycle, the temporal march is repeatedtwo years. Corresponding observatiolesived from the
NCEP/NCAR Reanalysis averaged from 1979 through H8%resented in the right—-hand panels
of Fig. A—6. The model simulates well the annual-mean surface—air tempeva&iréand,except
over Antarcticaand Greenland, whettbe simulated temperature is ab&I€C to 6°Cwarmer than
observed. This bias is mainly caused by the smoothed model topography usethe Ovean, the
bias is generally less than 1°C except over the Arctic. The figures of standard deviation and temporal
march show that the model describes well the magnitude and phase of the variation of meauthly
surface—air temperature ovémne globe, except over Antarctica where the simulated standard
deviation is much smaller than observed.

(2) Precipitation

Daily precipitation rates (mm/day) are presenteéimm A—7 in the same format as Fig.
A—-6. The observationare averageBom 1979 through 1996 (Xie amdrkin 1997). The model
does capture the relative dry condition over northern Africa, western Australia, southern Africa, the
two polar regions and the west coast of the American continents, arelathe wet condition over
the tropics and the southeastern Asia. The observed large precipitation rates over the warm pool and
the Gulf associated with penetrative convectame simulated. The seasonal variation dfopical
heavy precipitation associated with the north—south shift of the ITCZ is also captured. However, the
model slightly overestimated precipitation otlee westerntropical Pacific and underestimated over
the eastern tropical Pacific. The model also overestimates precipitatiotheveurasian anilorth
American continents in DJF and MAM (not shown).

(3) Cloud cover

The simulated and observed monthigan cloud covef%) is presented ifrig. A-8 in the
same format as ifrig. A—6. The observed cloud cover is derived fraihme ISCCP climatology

(Rossowet al. 1991). The model simulates well the annual-mean cloud cover and the march of
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Fig. A-6. Simulated (left-hand panels) and observgdht—hand panels) annual-mean
surface—air temperature in (a) and (b), standadéviations of monthly mean surface-air
temperature in (c) and (d), and temporal marches of monthly mean zonal-mean temperature in
(e) and (f). For aetter view of theseasonal cycle, temporal marches are repeated for two
years. In (a), (b), (e) and (f), temperatures higher than 26°Chaewily shadednd below 0°C

are lightly shaded. Inc) and (d),standard deviations larger than 10°C are shaded. The
observed temperatures are from tiNCEP/NCAR Reanalysiaveraged from 197%hrough

1995.
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(a) Simulated, Annual Mean
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Fig. A-7. As in Fig. A-6, excepfor precipitation rate (mm/day). Ifa), (b), (e) and(f),
precipitation rateslarger than 5 mm/dayare heavily shadedand smaller than Inm/day are
lightly shaded. In(c) and (d),standard deviations larger than 2 mm/dayare shaded. The

observed are averages from 1979 through 1996 (Xie and Arkin 1997).
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As in Fig. A—6, exceplor cloud cover (%). In (a), (b), (e) and (filoud cover

larger than 70% isheavily shadedand smaller than 40% is lightly shaded. (o) and (d),

standard deviations larger than 10% are shaded. The observel5@@P climatologyRossow

et al. 1991).
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zonal-mean cloud cover time in theNorthern Hemisphere and north 58°S inthe Southern
Hemisphere. Similar to the observations, there are generally more clouds simulative @osans
than overthe continents, and over warwceanicregions than over coldceanicregions. The
simulated minimal cloud covever the Sahara, westerAustralia and the eastern Pacific along the
Chilean and Peruvian coasts, and the maximal cloud coveitt@maarm pool andhe Amazon are
in goodagreementvith the observations. The model slightly underestimated the cloud cover over
the North Pacific andNorth Atlantic, and overestimated the cloud cowerer northern Eurasia.
Zonally averaged, the simulated cloud cover is about 5% larger than observedantileenmiddle
latitudes inall seasonsexceptDJF. Large errors exist in thehigh latitudes ofthe Southern
Hemisphere. The model underestimated cloud cover by 20% to 30% along the coast of Antarctica.
We foundthat the schemased inthe model todiagnosethe large—scale fractionaloud,
which is based on Sundqgvist (1978, 1988)vasy sensitive taelative humidity. In highlatitudes

and near theoles, cloudsare formed mainlthrough large—scalecondensation. As described in
Section 2, large—scale fractional cloud ls= 1—[(US—U)/(US—UOO)]1/ 2 where Ug is the
saturated relative humidity within the cloudthe actual relative humidity in trgrid cell, andU

the relative humidity at which condensation can begin. IfUgg, b = 0. When we firstuned the
model, we setUg to be 100%,and had to selU,, as large a®99% to obtain a simulated
global-mean cloudiness of about 60%. In this case, it is difficult to form large—scale clouds in high
latitudes and near the poles because U is usuallyHasd) ,,= 99% there. Consequently, clouds

are mostly convectivelouds, although some stratiform clouds do form time tropics and the

subtropical lowetroposphere. If wéncreaseUg, b will be smallerfor any given U andU,.
Then, the global-mean cloudiness becomes smallercompensatéor this wecan decreasé),
to increase b in order to ke#pe global-meawcloudiness unchanged. ThiscreasedJ,, allows
some large—scale clouds to form in high latitudes and negotae sincehe condition U >U is
more easily satisfied for a smalld,,. It turns out that b is very sensitive ;. Fig. A-9 shows

the variations of bversus U forthree cases: Case AJ¢=100% and U,,= 99%; Case B,
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Us=100.5% and U,,=99%; and Case ClU4=100.5% and U,,=98%. The difference of b
between Case A and Case B increases quickly as U increases, and reachesg5B3%0%t In the
current version othe 24-layelST-GCM, U4=100.6%and U,,= 98% wereused. This change
did improve the simulation of cloud amounthigh latitudes and nedine poles compared to what

we obtained withdg=100% andU ,,=99%.
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Fig. A-9. Variations of fractional cloudiness versus relative humidity for large—scale

condensation.

(4) Cloud radiative forcing

We define the net radiativiux as N =S -R, where S ighe net incomingsolar flux,
defined as positiveownward,and R is theoutgoing terrestriaflux, defined as positiveipward.
Cloud radiative forcing is given byCRF = AN =AS -AR at the top of the atmosphere (TOA),

where A is the difference between the all-sky (cloudy sky) and clear—sky radiaties. Positive
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(negative) CRF indicates that clouds radiatively heat (cool) the earth—atmospherg(€esiset al.

1997). CRFcontains two componentthe LW CRF = -AR, which isthe difference of TOA
outgoing longwave radiation (OLR) between clowly andclearsky, and SWCRF =AS, which

is the difference of TOA net incoming solar radiation between cloudy sky and clear sky. LW CRF is
generally positive since clouds trape outgoing longwave radiation ithe atmospherdike
greenhouse gases. SW CRF is generally negative since clouds reflect more incomiragliatitzm

back to space than they absorb. The LW CRF and SW CRF are presented in Figs. AA20l1and
respectively, inthe same format as iRig. A—6. Wederived theobservedclimatological CRF
components fronthe ERBE measuremerftom 1985 through 989, which were provided by the
NASA Langley Research Center, EOSDIS Distributed Active Archive Center

The height of the cloutbpsgreatly influences the magnitude of the LORF (Cesset al.
1997). Generallythe model simulates well the geographical distribution seatonal variation of
the LW CRF, except betweeA0°Sand 60°S, wheréhe modeldoes notsimulate cloud cover well
(Fig. A-8). Themaximum LWCRF inthe tropics and iteorth—south shift from month tmonth
along with the ITCZ are in good agreement with the observations.

When tuning thenmodel, special attentionvas given to the simulation of th®LR over the
warm-—pool region, where r@gional minimumOLR occurs ovethe high—SST surfaceecause of
the low emission temperature at the top of convedivads. Wang and Schlesing¢t995, 1999)
found that inorder to correctlysimulate the tropical intra—seasonal oscillatising the UIUC
11-layer AGCM with any of the three convection schemes — thdlUC GCM's
cumulus—convection scheme theicludes a modified Arakawa—Schubef1974) penetrative
convection scheme and a mid—level convection schemel@3B), Kuo's (1974) scheme, and
Manabeet al’s (1965)moist convective adjustment scheme — a large relative—humidity criterion,
usually greater thaB0%, must be applied as a threshdtd the onset of convection.However,
when this constraint was appliedtte 24-layeiST-GCM, the simulated penetrating convection in
the tropicswas too weak ancthe cloudtops were todow. This led to a 20 to 30 W/t

higher-than—observed OLR in the warm—pool region and the resulting LW CRF was too small. It is
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Fig. A-10. As in Fig. A-6, exceptor all-sky longwavecloud radiative forcing (LW CRF,
Wi/nt). In (a), (b), (e) and (f) forcing values larger than 40 \Adre heavily shaded and smaller
than 10 W/rh are lightly shaded. Ir{c) and (d)standarddeviations larger than 10 W/rh are

shaded. The observations are the averages of the ERBE satellite data between 1985 and 1989.
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Fig. A-11. Asin Fig. A-10, excepbr all-sky shortwavecloud radiative forcing (SWCRF,
Wi/nt). In (a), (b), (¢) and (fforcing values smaller than —60 W?rare shaded. Ir{(c) and (d)

standard deviations larger than 30 W/are shaded.
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found that for the 24—layelST-GCM arelative—humidity criterion 0f50% best reproduces the
observed LW CRF ovehetropics. Thiscriterion also yields aetter simulation of the@bserved
geographical distributions of precipitation ariduds,especially the distinct land—ocean contrast of
cloud cover in the northern—hemisphere mid—latitudes. The effettisofevised criterion on the
24—layer ST-GCM'’sability to simulate the tropical intra—seasonal oscillation remains to be
analyzed.

The model captures the basic geographical distribution and seasonal varidtiers#¥ CRF
(Fig. A-11). The model simulates the SWRF better in theNorthern Hemispher¢han in the
Southern Hemisphere and much better dkercontinents thaaver the oceans. Large errorsexist
over cloud—covered areasJdA. Generallythe model overestimated the S®RF in the tropics
and subtropics, but underestimated the SW CRF in high latitudes. The largest bias oc&@%Snear
in January. This occurigecause the model underestimates cloud cover by as much as 20~30%
there. Inaddition to the simulated totaloud cover and theertical distribution of cloudiness, the
prescribed surface albedo also greatly influences the distribution of SW RHIgFA-12 shows the
geographical distributions ofhe simulated clear—sky planetary albedo and their percentage
differences from the ERBE observations in January and July. It can béhaeerboth months the
simulated clear—sky albedo is smaller than observed over openswetae. The simulated global
annual-mean clear—sky albedo is 11.2% smaller than obsefedource ofthe discrepancy may
come from the schemes used to calculate the surface albedo over opdorvetitect anddiffusive
solar fluxes. Inthe model,the surface albedo is fixed to 207 fordiffusive solar flux,and is a
function of solar zenith angle for direct solar flux (Briegitlal. 1986).

In this section we have compared the geograpHbissibutions and seasonal variations of the
simulated surface—air temperature, precipitation, cloud cover and cloud radiative forcing with
observations. In Tabla—3 we present their annual meangerthe globe anaverthe warm pool
(10°S—-10°N; 140°E-170°E). We also include in Table A—3otitgoing longwave radiation and net
incoming solar radiation at the top of the atmosphere in all-sky and cleacrafiyions, which are

used toderive the cloud radiativiercing. Generallythe simulated magnitudes of these quantities
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Fig. A-12. Simulated clear—sky planetary albedo in @Gnuary and (c) July, andheir
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(a) and (c) planetary albedos smaller than 0.1 are shaded. In (b) and (d) perceiffagences
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Table A-3. Global and warm—pool averages sélected annual-meaguantities from model

simulation and observations.

Quantity Global Mean Warm Pool
(10°S~10°N; 140°E~170°E
Simulation| Observation Simulatidn Observatign
[ Surface—Air Temperature (°d)  13.9 14.2 26.7 27.4
Cloud Cover (%) 62.4 62.2 78.0 71.6
Large—Scalg 1.28 — 1.85 —
Precipitation Convective 1.68 — 6.69 —
(mm/day) Total 2.96 2.67 8.54 8.33
All-Sky -237.6 -235.3 -236.0 -227.9
TOAOLR Clear Sky —264.8 —264.6 -284.0 -285.7
(W/m?) LW CRF 27.2 29.3 48.0 57.8
All-Sky 239.2 240.2 273.9 309.3
TOA Net SW | Clear—Sky 294.3 287.9 380.4 371.9
(W/m?) SW CRF -55.1 -47.7 -106.5 —62.6

Source of Observation:

Surface—Air Temperature, NCEP/NCAR Reanalysis, averages from 1979 through 1995;
Cloud Cover, ISCCP Climatologfrpssow et al1991);
Precipitation, Xie and Arkin(1997);

TOA OLR and TOA Net SW, ERBE satellite observation, averages from 1985 through 1989.
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match the observed well over the globe and the warm—pool @meaexception is the all-sky TOA
net incomingsolar radiation ovethe warm pool. The simulated is 35 W/nsmaller than the
observed by ERBE. Thiwrge discrepancy can be explained in part by the overestimated cloud
cover over the warm pool —Table A—3 shows that the simulated cloud cover is 78% and the observed
is 71.6%. Another possible explanation is that the model may have underestimated the absorption of
solar radiation by clouds ovére warm pool. Such arunderestimatiorhas beenfound in many
other GCMs and been discussed widely (e.g. €eabk 1995; Ramanathagt al. 1995). Over the
warm pool, the simulated clear—sky TOA OLR matches the observed well, but the all-sky TOA OLR
is 8 W/nt larger thanobserved. Thidndicates that the cloutbp of convective cloud in the
warm—pool area may still not be high enough, even though a relative—humidity crite&0#iodias
beenused forthe onset of convection.Another bias isthe clear—skyTOA incoming shortwave
radiation. The simulated value is a few Wlarger than observed for batie global meamand the
warm—pool mean. This imainly because of theurface albedanaccurately prescribed in the
model. It should b@ointed outthatwhen wedeveloped the model we tried to simulate well both
the global means of the above quantities and their geograplstabutions. Itcan beseen from
Table A-3 that evethoughthe simulated all-skfOA net incomingsolar radiation ovethe warm
pool is much smaller thaobserved,the global-mean value matches thieserved verywell as a
result ofcancellation oferrors overthe globe. This is alsdrue for other all-sky quantities. A
similar cancellation oérrors was also found Byild et al. (1995) whenthey compared radiative
fluxes simulated by thregersions ofECHAM GCMs and a fewother GCMs with observations.
Wild et al. (1995) mainly focused on the surface radiative fluxes.

b. Atmospheric Temperature and Zonal Wind

(1) Zonal-mean temperature

Latitude—heightross—sections dhe simulated seasonal-mean zonal-mean temperature are
presented inFig. A-13 for the four seasons othe year, together with the corresponding
observations and the differences between the simulated anttsberedzonal-mean temperatures.

Below 10 hPahe observedtemperatures are the averages of N@@EP/NCAR Reanalysis from
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1979 through 1995Above 10hPathe observedemperatures argom the COSPAR International
Reference Atmosphere 1986 (CIRA-86) (Reteal. 1990).

In all four seasonghe model simulates well the temperatures in titoposphere and
stratosphere everywhepxcept in the polastratosphere. Temperature differences aless than
2.5°C in thetroposphere and leghan 5°C in the stratosphere imiddle andlow latitudes. The
locations of the tropicalropopause andhid—latitude temperature gradients in theposphere are
well simulated. Inthe stratospherethe model captures thepposite distributions of the
pole—to—pole temperature gradientJilA andDJF, and thereversals othe temperature gradient in
MAM and SON.

The model is generally colder thabservedexcept in the middle polatratosphere during
polar night and near the stratopause. Swinledraik. (1998) found asimilar systematic cold bias in
the UKMO Unified Model. They attributed thatbias primarily to aninaccurately simulated
longwave cooling rate. The bias in the UIUC 24—layer ST-GCM occursdiffeeentreason. The
longwave radiation scheme tie 24-layerST-GCM can produce clear—sky cooling rates with
errors less than 0.4°C/day from the earth's surface up to 0.01 hP@oevheared with line—by—line
calculations (Chou and Suarez, 1994pble A—3showsthat the simulated global-mealear—sky
TOA OLR and the simulatedneanclear—skyTOA OLR over the warm pool match the ERBE
satelliteobservations very well. The simulated clear—skyOA net incomingsolar radiation also
matches the ERBE satellite observation reasonably well. Théb@asddnthe 24—layeiST-GCM is
probably caused by anaccurate radiative—transfer calculation in theudy atmosphere. Cloud
distribution, cloudoptical properties and thassumed cloud overlap ihe model influence the
simulated radiative heating and cooling of the atmosphedoyls. The modelhas asmaller LW
CRF and a larger SWCRF than the ERBE satellitebservations. Irthe tropics the simulated
absorption of solar radiation by clouds is substantisthaller thanobserved,especially over the
warm pool(Table A-3). Theseerrorslead to an overallarger—than—observed cooling effect by
clouds. The cold bias ithe troposphere in turn leads to a colder-than—observed lowemnialoite

stratosphere because less longwave radiation is intercepted by the stratospheric atmosphere.
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Fig. A-13. Latitude—altitude distributions ozonal-mean temperature favinter (DJF),

spring (MAM), summer(JJA) and fall (SON)simulated (left-hand panels), observédiddle

panels), and thedifferences between the simulatethd observed (right-hand panels).
Temperatures above°C and positive differencesare shaded. The observadmperatures

below 10 hPa are from thHCEP/NCAR Reanalysigveraged from 197%rough 1995, and

above 10 hPa from the COSPAR International Reference Atmosphere 1986 (CIRA-86) (Rees et

al. 1990).
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Near its topthe model i$5—10 °C warmethanobserved because ofnaomentum damping
(Hansenet al. 1983) applied to themodel'stop layer,the “sponge layer”. This spongkyer
absorbs vertically propagating waves forced from below and allows a large time—steystx lder
the numerical integration of the model's dynamical processes which tkeep®delfrom suffering
computational instability.

In all seasons the model is about 10°C colder than observed in the lower polar stratosphere in
the Northern Hemisphere and abdl&°C to 20°Ccolder in thelower polar stratosphere in the
Southern Hemisphere. These cold biases are common to many other GCMs. In SO atiek
model is about 6°C to 10°C warmer thaloserved irthe middle andupper polar stratosphere in the
Northern Hemisphere. In MAM and JJA, thedel is abou6°C to 15°C warmer tharobserved in
the upper polar stratospheretire Southern HemisphereThese warm biases do not exist in most
other GCMs. Usually,systematic cold biases exist throughdoé model atmosphere in the
polar—nightregion, with alarger bias appearing ithe upper stratosphere near 1fPa (e.g.,
Hamiltonet al. 1995). Howeverthe BerlinTroposphere—Stratosphere—Mesosphere (TSM) GCM
has a warm biasimilar to that of theUIUC 24—layer ST-GCM inthe polar stratospheres.
Langematz and Pawson (1997) fouhdt the Berlin TSM—GCM simulates temperathigher than
observed in the polar region in the Northern Hemisphet&Jih. Near 30 hPdhe bias is agnuch
as 10°C. However, cold biases similar to those in most other GRistsin the Berlin TSM-GCM
in the southern—hemisphere polar region in JJA. Langematz and Pawson (1997) attréutaan
bias primarily to the inaccurately simulated radiatideeating, which may result from a
cooling—to—space approximatidar longwaveradiative transfer above 20Pa. Pawsoret al.
(1999) foundthat changing thestrength of Rayleigh friction anthe number of model layers to
which Rayleigh friction was applied makes the Berlin TSM-GCM produeery different
temperature structures near the North Pole. Rayleigh friction is usieeluppermosimodel layers
of the Berlin TSM-GCM in the mesosphere to representitinesolved subgrid—scale gravity—wave
drag. Noother gravity—wave—drag parameterizations @sed. Langematzand Pawson (1997)

found that increasing the number of layers to which Rayleigh frictiapped leads to an increase
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of temperature by 13°C at 3Pa. Forthe UIUC 24—-layerST-GCM, the warm bias exists in the
middle andupper polar stratosphere in bdtemispheres. As shown lilge sensitivitystudies in
Section 2, thevarm bias inthe Northern Hemisphere is caused the use ofthe Palmeret al.
(1986) GWD parameterization. Without the parameterization, abta¢dprevails. The warm bias

in the Southern Hemisphere is causedtbg simulated larger—than—observed intensity of air—mass
sinking in JJA (Rozanoet al. 1999a,b).

(2) Zonal-mean zonal wind

Latitude—heightross—sections dhe simulated seasonal-mean zonal-mean xandl are
presented in Fig. A—14. In the troposphere, the model simulaieshe locations andtrengths of
the sub—tropical jets in both hemispheres during all seasons, especiaéyNiorthern Hemisphere.
Similar to observations, the simulated northern—hemisphere tropospheric jet is much stronger in DJF
than in JJA. The differences between the simulated and dbhservedzonal-mearwinds are
generallylessthan 5 m/s in théroposphere. Inhe stratosphere irall seasonsexceptDJF, the
simulated westerly and easterly winds have the observed strengths and posiietransitions of
westerly and easterlyinds are captured. The tropospheric jetsare well separatedrom the
stratospheric polar—night jets in both boreal and austirater. The simulation is better in the
troposphere than ithe stratosphere, and MAM and JJAthan in SON andDJF. Uniquely the
24-layer ST-GCM simulatdabe observed equatorwatdt of the southern polar—nighet core in
JJA. Most current other GCMs do not simulate the tilt of this jet well.

One deficiency of the model is that the simulatedhern polar—nighjet is too weak in the
middle stratosphere, and the jet core is shifted equatorward of its observed pddiembserved
equatorwardilt of the northern polar—nighjet core fromthe polartropopause tahe mid—latitude
stratopause is not properly simulated@he southern polar—nighiet is also slightly weakethan
observed. Most other GCMsmulatetoo—strong polar—nighjets. The reason ighat the 24—layer
ST-GCM has warmetemperature in the middle—to—upper pa#ratosphere than oth&CMs.
There are also some other minor discrepancies between the simulated and cdosaivadds. In

DJF, the tropospheric subtropical jet in the Southern Hemisphere extends too high, up to 10 hPa, in



172

(a) Winter (DJF), Simulation

ti
) -5
5
- 10 0
15
= 20
@
R 0
0
10 \( 1
Observat

(b) Winter (DJF), Observation
y Y
7
—50,
45
40
<& 0
25
20
15
15
2
n
n

1
2
31 N
5

10

20
30
50
70
100

o Q
N 60N 30N EQ EQ 30s 60S 9

(k) Fall (SON), Observation

(1) Fall (SON), Simulation—Observation
]

10 Nf}(

300 ° (

400 0 Q

500 o v
ol | O _om

90N 60N 30N EQ 308 60S 90S

ig. A-14. As in Fig. A-13, except for zonal-mean zonal wind. Westerly wind and negative

differences are shaded.



173

contrast to the observed transition from westerly wind to easterly wind at about 50 hPa. This occurs
via the thermal wind relation because the southern lower polar stratosphere is m@@ @raoider
thanobserved in DJF.Nearthe tropicaltropopause irMAM and SON, the simulatedvinds are
westerly, but theobserved windsare easterly. Alsothe simulatedstrength ofthe stratospheric
equatorial wind does not match the observed very well above 10 hPa.

(3) Seasonal evolution of zonal wind at 10 hPa, 60°N and 60°S

The 24-layerST-GCM hasbeen coupled in an off-linenode, and will be coupled
interactively, with a chemistry—transport model (Rozaabal. 1999a,b) to simulate and understand
the influence of interactive ozone photochemistrygaeenhouse—gas—inducelimate change, and
the influence ofgreenhouse—gas—inducelimate change onozone,including the distribution of
ultraviolet radiation at thearth's surface.Thetransitions of stratospheric winds fropasterly to
westerly and from westerly to easterly, dhd breakdowns othe polar vortices are important for
the transport oftracegases anathemicalprocesses withithe polarregions The simulated and
observed mean annual marches of monthly mean zonal-mearwnothat 10 hPare presented in
Fig. A-15. Inthe Northern Hemispherthe model simulates well thteansitions from westerly to
easterly inMay and from easterly to westerly Beptember. Buthe simulatedvesterlyjet core is
located at30°N, which does not correspond ttee observed position at 60°N. lthe Southern
Hemisphere the meridionaktent,the strength and seasonal variationtbé polar vortex are well
simulated. The strongest vortex appears in August and Septemk®ere shortcoming isthat the
simulated polar vortexdoes notbreak down at 60°S southward in DJF; howeverfurther
examination shows that it does break down in five out of the 12 simulated yeash¢mot). This
indicates that the simulatesbuthern polar stratospherigind has arather large interannual
variability. It is also noticed frorfrig. A—15 that the simulatedorth—south shift othe maximum
easterly wind and its strength in the tropics are rather realistic.

To further explore the annualcle and interannual variability of the polar stratospheric
vortices in both hemispheres, we presenFig. A-16 the simulated andbservedmean annual

march of monthly mean zonal-mean zonal wind at 60°S and 60°N, respecilifeytimeaxis runs
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from January t®ecember at 60°8nd from July to June at 60°N. B0°Sthe simulated seasonal
variation and strength of the zonal winhtch theobservedairly well. In boththe simulation and
observatiorthe strongest westerly wind is establishedhna upper stratosphere ipril and May,
intensifies progressively at lower levels and reachesnagimum near 1thPa in August and
September; and further propagatEsvnward tothe lower stratosphereinti November with a
gradually weakening strength. The simulated strong vortéxeinpper stratosphere in August and
September is in good agreement with the observations. The local maximum near 10 hPa matches the
observed, though kttle weaker. Most other current middle—atmosphdés€Ms tend to largely
overestimate the vortex hefe.g., Boville 1995; Manzini and Bengtsson 1996; Swinbagk al.
1998). However, in the upper stratosphibe simulatedvesterly wind is established February,
one month earlier than observed, and breaks down in November, onelatenthanobserved. It

Is also noticed that in the lower stratosphere in March and April the simulated westtetlis about
10 m/s larger thambserved as a result of a colder—than—observed lower gicddosphere. At
60°N, the model simulates the polar vorforly. The westerly wind decays toearly in October
and does not intensify armmtopagate furthedownward as doethe observed. Thigleficiency is

caused by the GWD parameterization in the model as described in previous sections.

(a) Simulated (b) Observed
90N 90N
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1 1

Fig. A-15 Mean annual march of zonal-mean zonal wind at 10 hPa from January to

December for (a) the simulated and (b) the observed. Easterly winds are shaded.
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(4) Sudden stratospheric warming

The simulation ospontaneous sudden warmingshe polarstratosphere by a GCM is an
important test of its capabiliiesMany GCMs have succeeded in varying degrees in generating
sudden stratosphengarmings, such athe UKMO Unified Model (Swinbanket al. 1998), the
Canadian MAM (Beaglet al. 1997),and theECHAM3.5 GCM (Manzini and Bengtssoi996).

We present irFig. A—17 the variations of temperature atiPa atthe North Pole and South Pole
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during the last three years of the simulation, sampled at 6-hour intervals. Each curve represents one
simulated year. No sudden warmings exist at the South Pole, ag@altatmosphere. The model

does show considerable variability at the North Pole from October through Meldtiple sudden
warmings occur athe North Pole. Manzini and Bengtsson (1996&howedthat the observed
north—pole sudden stratospheric warmings usuaigin in January and end in April. Here the
simulated warmings begin in October and end in March. The model presents a larger variability than
the real atmosphere at thrth Pole fromOctober to DecemberSuchoverestimated early—winter

variability has also been found in other GCMs, namely, the UKMO Unified Model (Swirdiaak

1998) and the Canadian MAM (Beagletyal. 1997).

To further illustrate the relation between the simulatedden warmings artie zonalwind
near thepoles, wepresent inFig. A-18 the time—latitudelistributions of zonal-meatemperature
and zonal wind at 18Pa, sampled a6—hourintervalsfor the three modefears. Al3—point (~ 3
day) running—mean smoothing has been applied to the data before plottingabieua®0°N to the
North Pole,synoptic—scale variations of temperature occur frequently fiaden October tolate
March in all three years. Polar—night jets brdakvn and easterlyvinds build near theNorth Pole
occasionally. In their comparison etidden warmingsimulated by theeCHAM3.5 GCM with
observationsManzini and Bengtsson (1996) usdie following criteria in selecting major and
minor sudden warmingvents: (1) aminor warming day requirethat the meridional temperature
gradient at 1(hPabetween theNorth Pole and50°N be positive, and (2) amajor warming day
requires not only a positive temperature gradient but also eastadg at 60°N. A warmingvent
must last at leadbur days. They found from a 15-yeaNMC—-CAC analysisthat almost no
warmings exist before January; minor warmings occtineathighest frequency afays inMarch
(35.9%), and majorwarmings inApril (24%). Usuallythe breakdown othe polar—night vortex
follows the last majowarming. Fig.A-18 showsthat the24—layer ST-GCM generates tomny
warmings,especially in earlywinter. Consequentlythe modeledhorthern polar—night vortex is
weaker and the seasonal-mean temperature is &t0ub 10°C warmer thanobserved (se€ig.

A-13). The westerly winds start to decay in early winter and do not intensify and propagate further
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downward (sed-ig. A—16). This deficiency igelated to the GWD parameterization in thedel.
In the Southern Hemisphere the model simulates rather realistically the variations of temperature and

zonal wind.

(a) North Pole, 10 hPa
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Fig. A-17. Temperatures at 10 hPa at the North Pole and South Pole sampled at 6—hour

intervals for three simulated years. Each curve represents one year of simulation.
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Fig. A-18. Time-latitude distributions of the simulatednal-mean temperature (a) and
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(5) Equatorial zonal wind

The quasi—biennial oscillation (QB@nd the semi—annual oscillation (SAO) are the most
intriguing features of thebservedropical atmospheric circulationWhile most GCMsshow the
ability to simulate the SAQ, it is still a great challengeG@Ms tocapture eversuchbasic features
of the QBO asits amplitude,period, and vertical structure. Takahashi and Shiobafd995) and
Hamiltonet al. (1995) reported some recent success in simulating the QBO sisiplified GCMs.
Takahashi and Shiobar&l1995) simulated thelong—period and large—amplitudequatorial
zonal-mearwind oscillationsusing aspectral model with high horizontal resolution (triangular
truncation106). The model is highlysimplified. It has arocean—only surface with prescribed
zonally homogeneous surface temperatur@he boundary layer has nozonal variation and
interhemispheri@asymmetry. The modelwas forced with annual-mean radiationlherefore, the
annual cycleand quasi—stationary waves were not includeidmilton et al. (1995)integrated the
GFDL SKYHI model with 3° resolution imatitude for 64 months with no topography and with the
solar declination an®STsfrozen at theiMarch 21values. AQBO-like oscillation in théropics
was obtained. It had a downward phpsgpagation and longeriod, but an amplitudenly about
15 m/s and centers at tie5 hPa levelmuch higher than thebserved center.Most recently,
Takahashi(1999) reportedhe simulation of a more realist@BO in a high—vertical-resolution
model (60 layers) with reduced damping of the smallest—scale (gravity) waves.

Fig. A-19 showsthe march of the simulated monthly mean zonal-mean zwnal at the
equator in the stratosphere for five simulated years by the UIUC 24—layer ST-GCNSAOheear
the stratopause is fairly realistic. The easterly wind has its first maximum in Januaryhfzaadd
its second maximum in July at a lower altitude nedPa. The westerly wind hasnaxima in April
and October, centered at 2Pa. Both the easterly andwvesterly phaseshave prominent
downward—phase propagatismilar to theobservations. Givethe model top at hPa and the
momentum damping applied to the topmost madalgdr, the oscillationseems to beentered at a
little lower altitude thanobserved and its strength is alseaker. Not surprisinglythe UIUC

24—layer ST-GCM did not succeed in simulatihg QBO, mostlikely because thamodel's
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horizontal and vertical resolutions are too coarse to simulate well the vertical momentum transport by

small-scale gravity waves.
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Fig. A-19. March of the simulated monthly mean zonal-mean zonal wind at the equator for

five simulated years. Westerly winds are shaded. The contour interval is 5 m/s.

C. Residual Circulation and Eliassen—Palm Flux Divergence

To diagnose the simulated mean—meridional circulation from a Lagrangian point of view and
the interactions between the zonal-mean zonal wind and eddy disturbances, we present the simulated
residual meridional andertical winds from the framework of the Transformed EuleriaiMean
(TEM) circulation in the stratosphere (Andrews and Mclintyre 1976), together with a diagnosis of the
zonal momentum tendency in terms of the divergence of the Eliassen#R)nflux. For two
reasons the analysis was performed onlytlierstratosphere. Firsthe integration of the model is
performed forsigma (©) layers and the modelutputsare transformed onto standard isobaric (p)
surfaces. Interpolation of variablesespecially eddyfluxes, from o—layers to p—surfacemight
introduce largeerrors inthe troposphere because these coordinatesurfaces oftercrosseach

other with large angles in theoposphere. Second, we saved dhly temperature and its product
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with the winds duringhe modelintegration. To perfornthe TEM calculation, we need to convert
temperature and the meridional temperatilug into potential temperature and the meridional
potential temperatur@lux. In the troposphere isothermal and isentrogiarfaceshave almost
opposite slopes, especially time mid—latitudes.Using temperature and the meridional temperature

flux on isobaric surfaces to produpetential temperature and the meridional potential temperature

flux by simply multiplyingthem by (p0 /p)KwouId introduce largeerrors, especiallyfor the eddy

fluxes. Inthe stratospherethe aboveproblems do not occur becaube o and isobaric surfaces
are almost parallel to each other and isentropic surfaces are almost parallel to isobaric surfaces.

We performed our analysis using eddy fluxesnadmentum and potential temperature
sampled at 6-hour intervals and the monthly means of other quantities on the 22 isobaric surfaces of
the standard model output (1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50,
30, 20, 10, 7, 5, 3, 2, and 1 hPa). Each of the 12 simulatggears,the monthly mean residual
circulation and EP—flux divergence were derived. Then ensemble seasonal means averaged over the

12 simulated years were calculated.atitude—heightcross—sections othe ensemble residual
meridional velocity[V], and residualvertical velocity [W], for the DJF and JJAseasons are
presented irFig. A-20, together withthe massstreamfunction of the residual circulation.  An

approximation[w], = | P|g[W],, has been used to convée vertical velocity[e], in Pascalls in

p—coordinate tow], in cm/s in z—coordinate, wherp] is the monthly mean zona-mean air
density. The mass streamfunction of the residual circulation @alculated by integrating

[V], = 9 M fomthe top of themodel, whereg =0, to 100 hPa. Positive values

2TR, COS P Ip
indicate clockwise motion. We set the North Poletlmn right—handide inFig. A-20, contrary to
the convention of the other figures in this appendix, to compare with published results.

We compare the simulated residual meridional and vertical velocities with thBggs inA—6
and 7 of Coy and Swinbank (199%ho usedthe stratospheric data—assimilatisystems of the
Goddard Space Flight CentgSFC)and theU.K. Meteorological OfficflUKMO). It should be
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notedthat: (1) the model configurations are different among tHe/C 24—layer ST-GCM and the
two assimilationsystems used by Coy and Swinbank (1997); (2) Coy and Swinbank (1997)
presented the residual circulationly for 1992, while we present here a 12—year averd@g;the
UKMO and GSFC assimilation systems used different insertion methotisefobserveddata; and
(4) the UKMO assimilation ran once peay, while the GSFC assimilation ran a—hour intervals.
The diagnosis oimodel output here ibased on 6—-hourly samplingsince the calculations of the
residual circulation ardbased on eddy fluxeshese differences might affect the comparability.
Therefore, the following comparison is only qualitative.

In the stratosphere, in comparison with the two assimilattbed)IUC 24-layer ST-GCM
reproduces well the two—cell Brewer—Dobson circulation in both DIJRdahatis, one stronger
branch of motion towarthe winter pole and another weaker branch of mdtevardthe summer

pole. The observed seasonal reversal the pole-to—pole circulation near trstratopause is
simulated. The simulated[V], resembles more closely tl&SFC assimilation than the UKMO
assimilation. Neathe stratopause ieachseason, @rimary maximum of the residual meridional

velocity [V]r of about 1.0 m/s appears in the tropics, and a secongatiynumappears in the high
latitudes in the wintehemisphere.The UKMO assimilatiorproduceshe strongest[v]r, and the

maxima of[v]r in the winter hemisphere near the stratopause are closer to the poles than are those of

the GSFC assimilation and the UIUC 24—layer ST-GQO®he noticeabl@lifference between these
two assimilations is the near—pole “breaks” of mass transpothe lmiddlestratospher¢he GSFC
assimilation produces a weak northward transpottierhigh latitudes othe Southern Hemisphere
and a southward transport the high latitudes ofthe Northern Hemisphere. The UKMO
assimilationdoes nothave theséransports. FigsA—20 (a) and (eyhow that theUIUC 24—layer

ST-GCM simulates rather weak “breaks”.

Coy and Swinbank (199%erived the residualertical velocity [W], indirectly using [V],
based on the TEM mass continuitguation. Waeealculated[w], directly fromthe vertical velocity

and the eddy flux of potential temperature. The diagn[x_vhdagrees withthe two assimilations in
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general, with ascendingiotion in the summer hemisphere and descending motion in the winter
hemisphere. Their magnitudes are also comparable.

To understandthe contribution of the “model-resolvedéddy disturbances to the
maintenance of zonal-mean zomahd, we diagnosedhe Eliassen—Pal(EP) flux divergences
(ms*/day) and present them in Figs. A—20 (d) énjd Both stationary eddies and transient eddies
are included in the EP—flux divergences.tha middle toupper stratosphere in both DJF alth,
strong easterly forcing exists in the winter—hemisphere high latitudes, very weak easterly forcing in
the summehemisphere, and weak westerly forcingtle tropics and polar—nighiegions. The
magnitude of the forcing in the upper stratospmeaécheghose simulated bthe two mesospheric
GCMs, the MACCM2 T42xL21 (Boville 1995) and the Berlin TSM-GCM (LangematzPawison
1997). Inthelower stratosphere, in comparison with those two mesosp@&ids, the UIUC

24—layer ST-GCM seems to generate stronger easterly forcing in both hemispheres in DJF and JJA.

4. Test of Rayleigh Friction and GWD in a Mesosphere Model

In Section 3 a warm bias was foundtle UIUC 24—layerST—GCM, similar to the one in
the Berlin TSM-GCM (Langematz arflawson 1997), irthe northern middle to upper polar
stratosphere in DJF. The bias in the UIUC 24—layer ST-GCM is dhe 8WD parameterization,
but the bias in the Berlin TSM-GCM is most likely due to an inaccloatpvave radiatiorscheme.
The orographic-type GWD parameterizatised inthe UIUC model tends to warnthe northern
polar stratosphere With increasinghumber of model layers in thmesosphere to whicRayleigh
friction is applied,the Berlin TSM—-GCMtends tosimulate a cooler northern pol@awsonet al.
1999). These opposite resulwiggestthat a GCM using boththe GWD parameterization and
Rayleigh friction might be able tproduce “correct” polar stratospheric temperattimough a
cancellation of opposing biases. A few mesosphere G@Ms included botkhe orographic—type
GWD in the troposphere and lower stratosphere and Rayleigh frictitve upper stratosphere and
mesosphere, namelyhe NCAR Middle AtmosphereVersion of CCM2 (Boville 1995), the
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Canadian ClimateCenter's Middle Atmosphere Model (Beaglegt al. 1997), and the UKMO
Unified Model (Swinbanlet al. 1998).

To test thisidea we developed 26—layer troposphere—stratosphere—mesosphere GCM with
its top at 0.01 hPa based the UIUC 24—layerST-GCM. Thismodelhas 6 layerdetween0.01
hPa and 1 hPa, 13 layers between 1 hPa and 100 hPa, and 17 layers béi®a.100addition to
the changes of theertical resolution and thaltitude of themodel's top Rayleigh friction (Boville

1986) was usedbove 10hPa toreplace the GWD parameterization of Palmeal. (1986). The

coefficient of Rayleigh frictiorwas set to be{1+tanh[(2—52)/7.5] / ?} , Where z isgeopotential

height inkm. Other thanthesechangesthe 36-layer TSM—-GCM isdentical to the 24-layer
ST-GCM.

A 93—-day perpetual-January simulation was performed using the 36-layer TSM—GCM. The
model was initialized on 1 January by makimge ofavailableobservations anthitial fields of the
24—layerST-GCM. The averagesverthe last 62ays ofthe simulated zonal-mean temperature
and zonalwind are presented ifrig. A—21,together withthe observations andhe differences
between the simulations and the observations. The warm bias in the nortidelta toupper polar
stratosphere irthe 24—layerST-GCM (Fig. A-13) becomes a10°C to —15°Ccold bias. The
northern polar—nighjet in thelower stratosphere betwed®0 hPa and 10 hPlaecomes much
stronger inthe 36-layer TSM-GCM than in the 24—-la@f-GCM (Fig. A-14), and thejet core
between these two isobaric surfaces has the observed position and is nottishifnid-latitude as
it is in the 24—layer ST-GCM simulation. However, the two poldbehower stratospherare too
cold. The mesosphere is too warm. The observed equatatiivafdthe polar—nightjet core in the
Northern Hemisphere is not captured. Thde@ciencies are common toost other mesosphere
GCMs, regardless of whether or not Rayleigh friction has been used in these GCMs to represent the
effect of gravity—wave drag in the mesosphere (e.g., Beagkly1997).

This experiment indicatebat the interactions between thnesosphere anitie stratosphere
are importanfor simulations otthe stratosphere.The use of boththe orographic—type GWD and

Rayleigh friction in a GCM needs further investigatiofhe fundamental problem d¢fow to better
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parameterize subgrid—scale gravity waves in both the troposphere and middle atmosphere remains to

be solved.

(a) T, Simulated (a) T, Observed
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Fig. A-21. Zonal-mean temperature and zonal wind for the simulated in (a) and (d) and the
observed in (b) and (e), and the differences between the simulated and the obsécyehdn

(f). The simulated temperatures amdnds are the last 62—day averages from98-day
perpetual-January simulation of the UIUC 36-layer TSM-GCM. Temperatures 8bGvend
easterly winds are shaded?ositive differencedor temperature andhegative differences for

zonal wind are also shaded.
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5. Summary and Discussion

In this appendix, wehave introduced thdJIUC 24-layer stratospheric—tropospheric
general—circulation model. Compared toatgestorsthe modehas afiner verticalresolution and
extends higher, tthe stratopause. New schemes wadepted and developddr the transfer of
terrestrial and solar radiation, the interaction between clouds and radvatsorevisedihe radiative
effect of aerosols in bottihe troposphere and stratosphaves includedand the Palmeet al.
(1986) parameterization of orographically excitedubgrid—scale gravity-wave drag was
implementedwith modifications. The new parameterizatiorfor terrestrial radiation takes into
account the Doppler broadening of #iesorption linegor watervapor, CO, and O3 in theupper
stratosphere. Calculations by column radiative—transfer modsteow that the new terrestrial
radiation routine improvethe cooling rates itoth the troposphere and stratosphere, dnel new
solar radiation routine yields generally better heating rates inpgper stratosphereThe inclusion
of the GWD parameterizatioomprovesthe simulatedropospheric subtropical jets and sea—level
pressure in both hemispheres; however, it weakens the polar—night jet in the Northern Hemisphere.

To validate the model, a 15—year control simulati@s performed withclimatological SST
and sea—ice extent. The simulated geograptistaiibutions and seasonal variations of surface—air
temperature, precipitation, cloudover, and cloud radiative forcingvere compared with
observations. The model simulates wiké surface—air temperatuoger the globe, except near the
poles. The observed geographical distributiopretipitationwas simulated reasonablyell. The
seasonal variation dhe heavy precipitation in the tropics associatéti the ITCZ was captured.
The simulated cloud cover generally matches dbhserved,except in thehigh latitudes of the
Southern Hemisphere, where the simulated cloud cover is about 20% to 30b@atessserved. It
has been found that the scheused to diagnosthe large—scale fractional clo8undqvist,1978;
1988) in the model is very sensitive to relative humidithe simulation of cloud cover in the high
latitudes and near the poles was improved by modifying this sch&hemodel simulates well the
clear—sky TOA OLR and TOA net incoming solar radiation, except that it systematically

underestimates the reflection sflar radiation over open—watsurfaces because tife inaccuracy
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of the prescribedsurface albedo. Under cloudsky, the model simulates well thebserved
geographical distribution and seasonal variatiorthef LW CRF, especially in theropics. It is
found that the LW CRF in the tropics largelgpends orthe height of convectivelouds, which in
turn depends othe thresholdrelative humidity thatontrolsthe onset of penetrating convection in
the model (Wang an&chlesingerl999). Forthe SW CRF, the model captured itebserved
geographical distribution and seasonal variatiogeneral. The model overestimated the SW CRF
in the tropics angubtropics andinderestimated the SWRF in high latitudes. The largest bias
occurred neab0°S inJanuary because tie inaccurately simulated cloubver. Over thewarm
pool, the simulatedabsorption of solar radiation by clouds is 35 Wi/smaller than the ERBE
satellite observation.

The simulated atmospheric temperature and circulatere also diagnosed.The model
simulates well theobserved position othe tropical tropopause,the tropospherictemperature
gradients in the middle latitudes and the subtrogétatreams. Irthe stratospherethe observed
distributions of pole—to—pole temperature gradient in JJA andaBelfaptured, andhe polar—night
jet in the Southern Hemisphere has its observed strength and poSitiermodelalso captured the
location andphase ofthe observed semi—annuaiscillation near thestratopause. Stratospheric
sudden warmings were also simulatedhi@ northern—middlstratosphere. However,ramber of
deficienciesexist. The modelhas a colder—than—observed lowelar stratosphere. In SON and
DJF, the model is abou6°C to 10°C warmer thanobserved inthe middle andupper polar
stratosphere of the Northern Hemisphere. In MAM and JJA, the model is about 6°C to 15°C warmer
than observed in the southern upper polar stratosphere. The simulated northern polar—night jet is too
weak compared to observations ahé jetcore is shiftedequatorward. The simulatedsouthern
polar vortex is also #ttle weaker tharobserved. The warm bias andhe weak polar vortex in the
Northern Hemispherdnave not beerobserved in most otheGCMs, which usually simulate
systematic cold biases and over—intensified patatexes. Sensitivity studies in Sectioni@dicate

that the warm bias in the 24—layer ST-GCM is related to the use of the GWD parameterization.
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The analysis of residual circulation indicatdgat the model simulatagasonably well the
observedwo—cell Brewer—Dobsonirculation in thestratosphere and its reversal betwdes two
solstice seasons. Timeodel generates easterly forcing by the model-resolved eddiesrmdiie
to upper stratosphere in winter hemisphecesyparable tahose simulated by other mesospheric
GCMs. However, the forcing in the lower stratosphere is too strong.

In this appendix attention has been paid towiaem bias inthe polar—nightegions and the
weak circumpolar vortex in the middle—to—upper polar stratosphefe blorthern Hemisphere. It
was found that these biases changed to their opposite directithres 36—layeT SM—GCM, which
uses a parameterized orographic—type GWD below 10 hPa and Rayleigh friction above 10 hPa.

In summary, the UlUQR4—layer ST-GCM hasignificantly improved the simulation in the
troposphere and netlre surface compared to itmcestors. It alssimulates reasonably well the
stratospheric temperature and circulation, except the northern polar—night jet. To further develop the
model, special attention should be paid to the simulation of cloud cover and the parameterization of
the subgrid—scale gravity—wavdrag. The simulated radiative forcing and mainppospheric
variables largely depend on the spadistributions of cloudiness. Better GWD parameterization

is expected to be able to significantly improve the simulation in the stratosphere.



