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	GFS 2008 major upgrade




Description: 
The Global Forecast System (GFS) runs in the NCEP production suite on the NOAA Central Computer System.  This system is developed and supported by the Environmental Modeling Center (EMC) and operated and managed by NCEP Central Operations (NCO). The Global Data Assimilation System (GDAS) runs as a part of the GFS. The GFS produces many critical products as well as provides forcing for many other NCEP production suite members. The NCEP Global Ensemble Forecast System (GEFS) uses the same forecast model as the GFS at lower resolution, but it will not be upgraded at this implementation, rather at the next GEFS implementation. The GDAS, GFS, and GEFS each run 4 times per day. The GFS and GEFS produce 384-hour global forecasts. The GDAS runs last and produces a 9-hour forecast and represents the catch-up backbone for the next cycle.
The objective of this project is to improve the overall forecast performance of the GFS using state-of-the-art numerical techniques.  This project is an NCEP Annual Operating Plan (AOP) milestone for the third quarter of fiscal year 2008.  The milestone maps to NCEP’s strategic goal to produce and deliver the best products and services.

Scope:  
The scope of the project includes: 
· Adding new observation data sources.
· WindSAT near surface winds

· NOAA-18 SBUV/2 ozone data

· Implementing new GSI analysis.
· FOTO (First-Order Time-extrapolation to Observations)

· Variational QC

· Change in land/snow/ice skin temperature variance

· Flow dependent re-weighting of background error variances

· Bug fixes to processing of COSMIC GPSRO data, gross check, and adjustment of observation error for vertically dense observations

· Code and script optimization

· Implementing new GFS forecast model.
· Radiation parameterizations

· RRTM1 longwave radiation 

· RRTM shortwave radiation 

· Maximum-random cloud overlap for shortwave 

· Hourly longwave radiation 

· Generalized aerosol treatment 

· Realistic CO2

· Other physical parameterizations

· Retuned mountain blocking 

· Orographic gravity wave variance range limits 

· Shallow convection up to sigma 0.7 

· Dynamical core

· Enthalpy thermodynamic prognostic variable

· Changing product output.
· New format GFS spectral files containing enthalpy created by forecast model
(but old ones are kept too – see below)
· New PREPBUFR file containing results of GSI variational QC (instead of OIQC flags)
     The scope of the project does not include: 
· Changing resolution of the GFS.
· Removing old format GFS spectral files containing virtual temperature (created a minute or two later using chgres)
Beware that all old GFS format files will be removed when the NEMS version of GFS is implemented in 2009.
      The following areas of scope are uncertain or have not been fully defined: 
Major Deliverables:  
Planning

· Project charter
· Scope statement
· Project schedule
· Sign-off package for plan acceptance
· List of subjective assessment participants
Scientific Test and Evaluation

· Subjective assessment results from participants
· Objective verification results
· Computational resource analysis (estimations)
Technical Test and Evaluation

· Code available to NCO
· Network, service and storage capacity analysis
· Product format and content analysis
· Parallel production runs
· Analysis of production resource and schedule impact
Review

· Mid-term and final scientific implementation briefing
· Mid-term and final technical implementation briefing
· Signed implementation approval memorandum
Implementation 

· TOC change notification
· Change requests in PMB JIF database
· Final code implemented in production
Justification / Expected Benefits:  
The GFS must take advantage of more observation data as it becomes available. Improved techniques in the data assimilation and forecast models have shown to have some improvement in the forecast product.
In particular, the inclusion of FOTO shall improve the use of observations in systems where the tendencies are large.
The implementation of the latest radiation changes shall improve the model climate particularly in the tropics and shall improve the critical cloud-radiative interactions.

Risk: 

The improved techniques may require up to 50% more computer resources. The improved techniques may not improve the forecast product in every single respect. The forecast biases will likely change.

Organizational Scope: 
The organizational scope of the project includes all of the NCO Branches, the EMC Global Modeling Branch, all the NCEP Service Centers, the NWS Telecommunications Gateway (TOC), the NOAA Web Operations Center (WOC) and the NWS OS&T.  EMC will be responsible for developing the code changes, running retrospective runs and validating the quality of the GFS changes.  The NCO will be responsible for product generation, the technical testing, evaluation and implementation of the GFS changes.  The NCO will also be responsible for coordinating the product and volume changes with the TOC, WOC and NWS OS&T.  The NCEP Service Centers will be responsible for the subjective evaluation of the GFS changes.  The TOC and WOC will be responsible for allocating and approving the necessary resources needed for the GFS changes on the downstream ftp servers.  The NWS OS&T will be responsible for issuing and approving the change notification to the field.

Proposed Evaluation Team 

	Organization
	Recommended
	Optional

(nice to have)

	NCEP Service Centers
	TPC, HPC, OPC, CPC
	AWC, SPC

	NWS Region / WFO
	All regions
	


	Other NWS or NOAA components
	MDL
	

	External Customer
	
	


FTE / Funding:

	Category of FTE
	Number
	Base
	Soft / Source
	Unfunded

	Civil Servant
	2.5
	100%
	
	

	Contractor
	0.5
	100%
	
	

	Visiting Scientist
	 
	 
	
	


Compute Resources: 
The forecast model takes about 55% more compute resources (close to what was projected), so nodes will have to be added to run in the same slot. The forecast model uses only one third of its allotted resources so it should still take about half of its allocation.
Creating the extra legacy spectral virtual temperature files will use an extra 70 GB per day. These files stay on the CCS and will not create extra traffic to servers or HPSS, except that NCEP will post enthalpy initial conditions to them (consisting of 1.7 GB per day). The compute resources to create them will be small and not delay forecast products.
The new GDAS prepbufr files will take about 120 MB per day on the CCS. They will not go to any server or HPSS. When at a later date, the new prepbufr files are deemed fit to use by verification codes in replacement of the prepbufr files coming from OIQC, then the OIQC step will be dropped and the new prepbufr file will replace the old one.
Test Plan:
Analysis initial testing

The changes to the analysis are tested at full resolution using the development computer resources. The forecast model used is the current operational GFS forecast model. The period tested is real-time or near real-time (late 2007) in order to use the latest observations and instrument statistics. Many configurations of the GSI are tested and the code is modified during the test if necessary. When a configuration is considered completely tuned, a full clean test is performed. GSI diagnostics are a critical validation tool. The standard forecast anomaly correlation scores are also used for verification.
Forecast model initial testing
There are many physics parameterizations considered for this implementation. They fall under radiation, boundary layer, convection, microphysics, and orographic forcing categories. (The list of individual physics parameterizations considered is found in the test results document.) Because the parameterizations likely interact with each other, many configuration tests must be run. The first tests run are coupled low-resolution (T126L64) climate forecasts in order to validate the SST climatology and the ENSO response. If it passes that, a low-resolution data assimilation test is run for July 2005 (longer if necessary). Standard scores are compared against the control run (current operational) run for the same time period. Finally, full resolution data assimilation test is run for summer 2005 for the final candidates.
Full system retrospective testing
When configurations pass the above tests for viability, they are combined into full systems for full resolution retrospective testing. The periods July 2005 to October 2005 and July 2007 to January 2008 are used for retrospective testing. The GDAS cycle and the GFS forecasts are run just like in operations but only for 00Z forecasts. The systems are compared to the current operational system also rerun for those periods. The standard scores, forecast anomaly correlation and fits to observations, are compared to the control run, as well as precipitation threat scores and hurricane track scores. (The results of these full system retrospective tests are shown in the test results document.)
Tropical storm testing

The existing summer 2005 full system retrospective with 00Z and 12Z forecasts will be used to evaluate 2005 tropical storm season. The analysis system in this test is slightly different from the intended implementation (ozone quality control and no bug fixes, although the major bug fixes are for COSMIC data which is unavailable for 2005 anyway). In addition, a new two-month experiment will be run for August and September 2007. This new experiment will run a GFS forecast at 00Z and 12Z. It will output forecasts 3-hourly up to day 7 and then 6-hourly up to day 16. In other words, it will run just like in operations. This experiment will be used to evaluate the 2007 tropical storm season. HWRF testing will run off these datasets.
Full system real-time testing
The full system real-time testing will run from January 2008 to April 2008. Early in this period, the global branch has created a fixed set of old format model virtual temperature files so that downstream codes can be tested against them by MMAB and MMB. The real-time testing is running with operational output frequency out to 16 days.
Project Authorization

Appointment of Project Manager: 
To achieve the objectives of this project, we appoint Chris Magee as Project Manager for this project. In this capacity, Chris Magee has the authority to expend NCO human and financial resources to accomplish objectives of the project.

Project Budget Authority: 
In support of this project, we authorize the use of staff time to meet the scope/objectives. A time estimate will be provided for review and approval during the project planning phase.

Project Reporting Frequency: 
Status will be reported on a monthly basis or as required by Sponsor.
Project Expected Duration: 
A roll-up duration estimate is four months. Actual effort will be determined from the project plan and submitted to the Sponsor for review and approval. 

Project Sponsor(s): 
Ben Kyger, Acting Director NCEP Central Operations


Stephen Lord, Director NCEP Environmental Modeling Center


Signature(s) of the project Sponsor(s) indicates the project charter has been reviewed and approved by the Project Sponsor(s).
Project Sponsor Approval:   _________________________________________   DOCVARIABLE "custname" \* MERGEFORMAT 

 DOCVARIABLE "custapprname" \* MERGEFORMAT Date: ____________



     Ben Kyger, Acting Director NCO

Project Sponsor Approval:   _________________________________________   DOCVARIABLE "custname" \* MERGEFORMAT 

 DOCVARIABLE "custapprname" \* MERGEFORMAT Date: ____________



                  Stephen Lord, Director EMC
 DOCVARIABLE "custapprtitle" \* MERGEFORMAT 
 DOCVARIABLE "custname" \* MERGEFORMAT 
NTOP Project Number: NCOxx      Look at the RMS project list to get the proper NTOP number (confirm 

                                                        with Sponsor/PMO)                               
 PMO Project Number: PMOxxx    PMO will assign this number once the project is signed by Sponsor 
                                                       (signed copy goes to PMO)
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