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1.  Introduction

At the February 2003 AMS Annual Meeting in Long Beach, CA, senior officials from the US National Atmospheric and Oceanic Administration (NOAA): Jack Hays, Director, Office of Science and Technology, National Weather Service (NWS), David Rogers, former Director of Office of Weather and Air Quality, and Louis Uccellini, Director, National Centers for Environmental Prediction, NWS, and from the Meteorological Service of Canada (MSC): James Abraham, Director, Meteorological Research Branch (MRB), Dr. Michel Béland, Director General of the Atmospheric and Climate Sciences Directorate, and  Pierre Dubreuil, Director General of Atmospheric Environment Prediction Directorate of MSC met to discuss strategic directions and priorities in the areas of collaboration between Canada and US in environmental prediction. The focus of the meeting was to identify what part of the weather program could be targeted and prioritized to initiate such a collaboration. Discussions covered the topic of Ensemble Prediction systems in the short/medium range, as well as seasonal forecasting.

As a result, Ensemble Prediction Systems for days 1 to 15 emerged as the top priority in which both organizations should first invest in order to develop this cooperative effort. Areas of potential collaboration include exchange of EPS forecast output, and development of a coordinated Research, Development, and Implementation (RDI) approach regarding statistical post-processing of ensembles, product development based on a joint ensemble (targeted both at operational forecasters and end-users), and training/outreach. The planned joint activities will build on an existing exchange of ensemble research results. Note also that output from the MSC EPS system are provided routinely to NCEP since 1999, following the fire that affected the NCEP C90 computer (resulting in a major outage that for a period of time precluded the execution of the NCEP EPS operational system).

The RDI activities indicated above have a considerable overlap with the general objectives of the THORPEX international research program. The bilateral collaborative efforts established here between MSC and the US NWS will offer guidance to other scientific groups as to the research needs of operational centers, and will offer a platform that other organizations may wish to join. NCEP has already established, and is in the process of expanding ensemble data exchange activities with other NWP centers. The research findings and the resulting joint North American ensemble forecast data from the bilateral collaboration between the NWS and CMC/MRB can provide the basis for the formation of a future multi-center international ensemble forecast system.

To initiate the joint ensemble research and development efforts, the two centers identified the scientific leaders: Zoltan Toth from the Environmental Modeling Center (EMC) of NCEP,  and Peter Houtekamer from MRB, respectively, for their teams. To develop an initial plan addressing the priorities based on the strategic direction provided by senior management officials of the two organizations, a kickoff meeting was held at the Canadian Meteorological Centre on May 1-2, 2003. Planning for the meeting was coordinated by J.G. Desmarais from MSC and D. Perfect from NWS, and the event was organized by J.G. Desmarais. The meeting agenda and the list of participants are provided as Appendix 1 and 2 respectively, whereas a short report is provided in Appendix 3. 

The Research, Development, and Implementation plan outlined below was developed by the Joint Research, Development, and Implementation Team (JRDIT, hereafter referred to as team, see Appendix 4), based on the discussions at the Planning Workshop. Given the complexity of the activities, and that they will be carried out along with a host of other tasks at the two national weather services that are subject to various constraints (e. g., limited personnel and computational resources), the plan, including the milestones should be considered as a living document that will be updated periodically, at least once a year. 

2.  Main areas of collaboration

General information, as well as specific issues regarding research, development, and implementation activities related to the North American Ensemble Forecast System will be presented in the Research, Development, and Implementation (RDI) Plan below. The plan is divided into four different components:

· Data Exchange: Identify a common set of ensemble data that the two centers will exchange for research and operational purposes for the development and operational generation of products based on a joint ensemble system. 

· Post-Processing (bias removal before merging ensembles): Develop statistical post-processing algorithms for eliminating the bias from each ensemble before they are combined.

· Product Development: Design new forecast products based on the joint ensemble for use by operational forecasters, specialized users, and the public to provide a forecast suite that is seamless across the border. 

· Verification: Develop and compile a set of verification routines to measure the performance of the joint ensemble forecast system, as well as its constituents generated at the two centers. 

Research and development work can be shared by the two centers in many of these areas while in others alternative approaches can be pursued and compared. This collaboration will lead to an acceleration in the schedule, and enhancement in the quality of ensemble related operational implementations at both centers.

2.1  Data Exchange and related issues

As of May 2003, NCEP received a subset of output from the CMC EPS system, but CMC did not routinely receive any of the NCEP EPS outputs. In order to proceed with post-processing and product development in a coordinated fashion based on a joint NWS and MSC ensemble, a number of issues related to the exchange of data need to be resolved. For example, the same variables must be exchanged, and on the same levels. Team members discussed the possibility of exchanging data on a common grid. However, it was agreed that the data should be exchanged at the full model resolution as produced operationally  at each centre (currently 1.2 and 1 degree latitude/longitude grid at CMC and NCEP, respectively).  

The team agreed on developing and exchanging a common set of meteorological variables (see Appendix 5). Initially, the data will be exchanged in GRIB1 format, possibly using the local ensemble PDS extension table developed at NCEP. In the longer term, the team will consider switching to the use of GRIB2 software, already available at NCEP, since it has universal provisions for ensemble and probabilistic data. Ocean wave ensemble forecasts are currently not available for exchange at either center but both centers are engaged in related development efforts. The team will explore alternative transmission routes with estimates of associated reliability, speed, and cost.

The plan regarding the exchange of the ensemble forecast data is summarized in the following table:


No.
Action
Lead
Timeline
Comment
	2.1.1
	Develop common set of variables to be used in data exchange
	Methot (CMC)

Toth (NCEP)
	Sept 2003
	Planning. See Appendix 5

	2.1.2
	Evaluate different options for the transmission of ensemble data between the two centers (reliability, speed, and cost of ftp, GTS, etc)
	Houge (CMC)

Gordon (NCEP)
	November 2003
	Planning

	2.1.3
	Develop a delivery plan and timeline for the EPS data that will be exchanged between the two Centres.
Data format:  GRIB
Time discretization:   12 hours
Domain:  Global
	Méthot (CMC)
Michaud/Gordon/ (NCEP)
	December
2003
	Planning

	2.1.4
	CMC and NCEP operationally introduce additional ensemble datasets needed for the data exchange. 
	Méthot (CMC)

Zhu/Michaud (NCEP)
	May 2004 
	Implementation. Some of the required data will be easy to provide, some will require modification to EPS outputs.

	2.1.5
	Coordinate communication issues related to data transfer and implement data transfer as per list obtained in 2.1.1
	Desmarais (CMC)
Holland/Gordon (NCEP)
	June  2004
	Implementation. Exchange of variables that are already available will start sooner. Currently CMC output is available only in an experimental, not an operational manner at NCEP. NCEP Service Centers (e. g., HPC and CPC) have a great interest in having operational access to all required CMC ensemble output. 

	2.1.6
	CMC to extend its EPS system to 16 days, and explore the possibility to run EPS twice per day.
	Desmarais
(CMC)
	May-Sept 2004
	Implementation, essential to ensure a common base for R&D, post-processing and products development. 

	2.1.7
	Operationally implement basic ensemble products (ensemble mean, spread, PQPF) at each center for both sets of ensembles
	Zhu/Michaud (NCEP) 
	Sept 2004
	Implementation, Initial Operational Capability, separate products based on two ensembles

	2.1.8
	Explore feasibility of generating ensemble ocean wave forecasts at NCEP
	Chen (NCEP) 
	Febr 2005
	Research and development

	2.1.9
	Consider the use of GRIB2 in the ensemble data exchange
	Gordon (NCEP) 
	Febr. 2006
	Planning/development. NCEP can offer CMC its GRIB2 encoding/decoding software, along with codes that can convert GRIB1 to GRIB2 format and vice versa. 


2.2  Post-Processing (bias removal prior to merging ensembles) 
This topic deals with the post-processing that each ensemble needs to be subjected to before they are merged into a joint ensemble. There are various options to be considered:

a) Ensembles produced at different NWP centres can be grouped together before they are post-processed. Statistical post-processing (e.g. bias correction) can take place on the joint ensemble. Though this is the easiest approach, it likely will not provide the best results since each component system may have unique biases. In the MSC EPS system, for example, two different forecast models are used, and the bias characteristics of the members based on the SEF model differ from the ones based on the GEM model. 

b) A scientifically more appealing approach is to perform bias correction to each component of the joint ensemble, on a model by model basis, prior to their merging into a joint ensemble. This practice has been followed, for example, in seasonal prediction systems. Such post-processing requires a preferably large sample of past forecasts and corresponding observations or analysis fields. How large the sample should be, and what techniques are optimal given a particular sample size are issues to be explored in the course of research. inpost-processed The trade-off between generating a large re-forecast data sample for calibration based on a simpler model, vs. using a shorter sample of higher quality operational forecasts is to be considered. 

The team noted that there are users who require access to individual forecast members (and not only probability information derived from the ensemble) for their specific applications concerning where, for example, cross correlations among different variables is critical (e. g., to determine the joint probability of simultaneously having high winds and low temperatures). For users with such applications the provision of bias-free probability distributions of single variables will not be sufficient. The required cross-correlation information can be derived if all the individual ensemble members are statistically bias-corrected and made available to these users. This requirement narrows the available post-processing options to those that address the bias in ensemble forecasts by statistically adjusting each individual ensemble member. Probabilistic forecast statistics derived from ensembles whose individual members are corrected with such schemes will naturally be bias-reduced, too.

The team recommends that the ensembles from the two centers be bias corrected  prior to their merging into a joint ensemble. The short-term goal of the joint research in this area should be the development and identification of a flexible and general post-processing algorithm capable of serving a variety of needs, that can be shared by, and used at both centers (12-18 months time frame). It is anticipated that the two centers will exchange their raw ensemble output and that each center will post-process both the in-house and the exchanged ensemble using the same or similar software. Before post-processing and any further work, ensemble data from the two centers will likely be converted at each center to a common grid (regular 1x1 or 2.5x2.5 lat/lon).

BIAS CORRECTION. It was agreed to that the aim of the joint post-processing work should be the production of bias-free forecasts in the following two senses: (1) the difference between the long-term time average of forecast and corresponding operational analysis (or reanalysis) fields should be close to zero; and (2) the ratio between the long term time average of ensemble variance and the ensemble mean mean square error (MSE) fields should be close to 1. This will ensure that neither the individual forecasts (traditional systematic error in first moment statistic), nor their ensemble (variance around the ensemble mean, second order statistic) will have significant bias. One of the first post-processing schemes to be tested will be based on the above comparisons of time mean forecast and analysis, as well as variance and mean square error fields.  

DETIALS: First moment adjustment – For each grid-point and for all variables/levels/lead times, compute the time average (depending on availability of data, this may be for a smaller recent, or a larger climatological sample) for both the ensemble mean forecast and the corresponding analysis. For each grid-point, adjust each ensemble forecast by the difference between the above two fields. Second moment adjustment – For each grid-point/variable/levels/lead time, compute the time average for both the variance of ensemble members around the ensemble mean forecast, and the corresponding mean square error in the ensemble mean forecast. At each grid-point, adjust each ensemble forecast by multiplying its anomaly from the ensemble mean by the ratio of the above two fields. 

Further refinements. Research aimed at optimizing (1) the algorithm (further technique development) and  (2) the use of resources (in terms of the optimal choice of forecast sample size vs. model sophistication) can continue both at the two centers and at interested other organizations. Changes should allow the use of the same algorithm for all scalar variables. Recently D. Unger point out that the temporal variations in ensemble spread may be unrealistically high (or low). A possible enhancement of the scheme described above would tune the level of temporal spread variations to match the level of skill the ensemble exhibits in this regards.

DETAILS: Proposed algorithm can be enhanced by (a) considering spatial/temporal smoothing. To increase sample size, statistics ca be developed over overlapping areas surrounding each grid-point, with weights decreasing as a function of distance from the central grid-point. If only data from most recent month/season are used, decreasing weights can be used on statistics based on older data points; (b) by performing first moment adjustment considering not only the mean but the full distribution of corresponding past forecast and verifying analysis values. 

The RDI tasks associated with statistical bias correction can be summarized as follows::


No.
Action
Lead
Timeline
Comment

	2.2.1
	Develop a prototype algorithm for adjusting ensemble forecasts for the reduction of bias in their mean and variance, applicable on a common model grid for quasi-normally distributed variables, and at all lead times considered. Test candidate bias correction algorithm(s) at two centers
	Wilson (MRB)
Wobus (NCEP)
	Febr. 2005
	Research/Development



	2.2.2
	Operationally implement simple algorithm for reducing bias for quasi-normally distributed variables
	??? (CMC)

Michaud/Wobus


	Nov. 2005
	Operational implementation

	2.2.3
	Refine bias-correction algorithm and make it applicable to all (including non-normally distributed) variables at all lead times


	Wilson (MRB)

Wobus (NCEP)
	Febr. 2006
	Development

	2.2.4
	Operationally implement generalized bias correction algorithm for all variables and lead times


	??? (CMC)

Michaud/Wobus (NCEP)
	Nov. 2006
	Operational implementation

	2.2.5
	Study the effect of sample size and the choice of post-processing algorithm and model sophistication on the quality of results and computational resources
	Coordinated by Wilson (MRB) and Toth (NCEP
	Continuous
	Research project, with outside participation (CDC, OHD, MDL)


2.3  Product Development 

Products are defined as addressing the needs of both intermediate users (e.g. forecasters and Artificial Intelligence or other automated applications) and/or end users such as the general public or various types of specialized users. Many ensemble-based products at the US NWS have been developed to assist human forecasters in their forecast routine. In contrast, the thrust of MSC is to develop and improve products addressing the needs of the general public, and decision makers in various economic sectors. The two centers thus can mutually benefit from a collaboration in the area of product development. 

RDI activities related to product development are grouped in the following areas:

JOINT ENSEMBLE. The most important basic product of this project will be the joint MSC-NCEP ensemble generated by merging the bias-corrected forecasts from each center. All further products will be based on this joint ensemble. The joint ensemble data will be given on a regular 1x1 (or 2.5x2.5) grid. 

DETAILS: Merge bias-corrected ensemble members from the two centers into a joint ensemble.

JOINT ANOMALY ENSEMBLE. The team recognizes that an important and critical step will be the generation of anomaly ensemble products. The original joint ensemble will be converted into an anomaly form where the anomalies are expressed from the long term  seasonal climate mean of the NCAR-NCEP reanalysis. 

DETAILS: If the climatology based on reanalysis and the operational analysis are different (and bias correction discussed under post-processing is done according to the operational analysis fields), then bias-correct the joint ensemble according to reanalysis climatology. At each grid point and lead time, then express each ensemble member forecast in terms of signed (negative or positive) standard deviation distance from the reanalysis climate mean.

DOWNSCALING. The joint anomaly ensemble product will contain all dynamically derived forecast information and will be given on a 1x1 (or 2.5x2.5) grid. This product will be useful in itself, and due to its relatively low resolution, will be easy to ship to intermediate users (such as WFOs in the US NWS). Many applications, however, require forecast information on a local level (i. e., information at arbitrary points or on a grid of much finer resolution than that of the joint anomaly ensemble (that corresponds to the resolution of the NWP model used for the generation of the ensembles). For any scalar variable, downscaled forecasts for any points (or for a higher resolution grid, such as the National Digital Forecast Database in the NWS) can be easily generated by adding the joint anomaly ensemble forecast data to the local climatology. 

DETIALS: At each grid point and lead time, express each anomaly ensemble member forecast in terms of the signed (negative or positive) value corresponding to the local standard deviation. Then add this signed value to the local climate mean value. 

ADDITIONAL GENERAL PRODUCTS. Additional numerical and graphical products will be designed and generated based on the joint anomaly ensemble.

WEEK-2 PRODUCTS. MSC currently does not produce week-2 forecasts. Therefore, special emphasis will be given to the development of a joint week-2 product suite between the two centers.

SPECIAL PRODUCTS FOR HIGH IMPACT WEATHER. Presumably, the procedures described above will handle forecast cases with both normal and unusual, as well as both low and high societal impact weather. Extreme weather cases, by definition, occur at a very low rate and therefore may require special attention. Forecasts for high impact weather will be scrutinized and if necessary special products will be developed to better support high impact weather forecast applications. An example for an easy target product in this area of applications is a “negative statement”, i. e., a very low probability forecast for the occurrence of severe weather that could be issued over long periods of time.

The RDI actions related to product development are summarized in the following table: 


No.
Action
Lead
Timeline
Comment

	2.3.1
	Locate and prepare NCEP-NCAR reanalysis data
	Zhu (NCEP)
	Sept 2004
	Development. Some data are readily available, rest needs to be retrieved and processed.

	2.3.2
	Develop algorithm for generating anomaly ensemble data
	Holland (NCEP)
	Sept 2005
	Development

	2.3.3
	Operationally implement anomaly ensemble forecasts
	Holland (NCEP)
	June 2006
	Implementation

	2.3.4
	Locate/prepare local climatological data
	Wilson (MSC)

Halpert/Manousos (NCEP)
	May 2006
	Development


	2.3.5
	Operationally implement anomaly-based downscaling algorithm
	Verret (CMC)

Holland (NCEP)
	Sept 2006
	Implementation

	2.3.6
	Refine anomaly/downscaling algorithms for applications on vector variables
	Holland (NCEP)
	Sept 2006
	Development

	2.3.7
	Operationally implement enhanced anomaly/downscaling algorithms
	Holland/Michaud (NCEP)
	March 2007
	Implementation

	2.3.8
	Design and develop special probabilistic products associated with high impact weather
	Wilson (MRB)

Holland (NCEP)
	Sept 2007
	Research/Developoment

	2.3.9
	Operationally implement special products related to high impact weather
	Holland/Michaud (NCEP)
	March 2008
	Implementation

	2.3.10
	Develop list of additional gridded and graphical products based on the joint ensemble, with a detailed timeline for their development and operational implementation
	Holland/Manousos (NCEP)
	Sept 2004
	Planning. At NWS, build on / coordiniate with AWIPS/NAWIPS capabilities and plans, consider NDFD and IFPS requirements

	2.3.11
	Develop list of week-2 products, with detailed timeline for their development and operational implementation
	Verret (CMC)

Halpert (NCEP)
	March 2004
	Planning

	2.3.12
	Coordinate operational product suites at MSC and NWS to insure seamless forecasts across the Canada/US border and across different lead times
	Desmarais (CMC)

Manousos/Halpert (NCEP)
	July 2007
	Coordination

	2.3.13
	Evaluate existing, and develop new advanced statistical tools/applications for the enspection and interpretation of ensemble data (e. g., for constructing continuous pdf based on ensemble data, cluster analysis, etc)
	Wilson (MRB)/Verret (CMC(

Holland/Manousos/Halpert (NCEP)
	Continuous
	Development

	2.3.14
	Investigate alternative anomaly generation, downscaling, and other product generation algorithms
	Coordinated by Wilson (MRB) 

Toth (NCEP
	Continuous
	Research with external collaborators


Verification

The purpose of verification is to assess the quality of forecasts in terms of their two main attributes: statistical reliability (or bias), and statistical resolution (or ability to distinguish between different future events in advance). There exists a set of verification techniques suitable for verifying ensemble forecasts and probabilistic forecasts based on ensembles. A list of scores was recommended recently by a WMO committee that can be considered as a starting point. 

The team agreed that ensemble forecasts should be verified against both the verifying analysis fields and observations. It is important that the two centers adopt the same verification algorithms. While data handling issues related to carrying out the verification calculations are specific to each center and will have to be addressed by the two centers separately, there is a potential for developing a common set of subroutines for computing the various statistics considered. This set of subroutines can potentially form the basis of a standard ensemble/probabilistic verification package that could be offered for use to other interested parties in the THORPEX and wider scientific community.

In the first phase, the two centers will collaborate on modifying their existing verification routines (by making them more general), to ensure they can fit into the new common verification framework and can be readily used by the other center. With time, new measures can be added to the list of subroutines as deemed necessary. The verification subroutines can then be routinely used as part of the joint research and operational routine. For example, the value added by statistically post-processing, or joining the ensembles from the two centers can be assessed. Some key performance measures used to assess the success of the NAEFS project are listed in Appendix 6.

The RDI actions related to verification are summarized in the table below: 


No.
Action
Lead
Timeline
Comment
	2.4.1


	Develop consensus software guidelines for verification subroutine package to be shared by two centers (ie, common data input, options, parameters, output file format, etc)
	Wilson (MRB) Zhu (NCEP)


	Nov. 2003
	Planning



	2.4.2
	Study what changes will be required in data management/storage to facilitate efficient ensemble verification
	Wilson (MRB)

Zhu (NCEP)
	Jan 2004
	Planning

	2.4.3
	Review existing verification methods at both centers. Develop detailed work plan on how the two centers divide work on the various  subroutines
	Zhu (NCEP)
	Mar 2004
	Planning

	2.4.4
	Complete first set of verification subroutines
	Zhu (NCEP)
	Oct 2004
	Development

	2.4.5
	Implement data management/storage changes facilitating the use of standardized verification software
	Zhu/Michaud (NCEP)
	Nov 2004
	Implementation

	2.4.6
	Implement first set of verification subroutines in standardized form against analysis.
	Wilson (MRB)

Zhu/Michaud (NCEP)
	Sept 2005
	Implementation

	2.4.7
	Develop capability to use verification subroutines against observed data 
	Zhu/Woollen (NCEP)
	Oct 2005
	Research/development

	2.4.8
	Implement the use of observations in verification
	Zhu/Michaud (NCEP)
	Mar 2006
	Implementation

	2.4.9
	Develop second set of verification subroutines
	Zhu (NCEP)
	Oct 2006
	Development

	2.4.10
	Implement second set of verification subroutines
	Zhu/Michaud (NCEP)
	Mar 2007
	.Implementation

	2.4.11
	Develop special software to verify specific products based on the joint ensemble
	Zhu/Manousos/Halpert
	Oct 2007
	Research/development

	2.4.12
	Implement special product verification software
	Manousos/Halpert/Zhu/Michaud
	Mar 2008
	Implementation

	
	
	
	
	.


3.  Opportunities for future R&D collaboration

Aside from the activities described under the four main topics above, the collaborative efforts can be extended to, or joint research can be initiated in the future in the following areas:

Regional ensemble forecasting. Currently, this is an area with relatively low priority for MSC since it does not have available resources. However, over the next 2 years, priority will increase, and this sector could be included in the collaborative effort. For the time being, MSC needs to be kept aware of NWS activities in this area.

NWP-based ensemble forecasting on the longer, 3-6 weeks to seasonal time scales. This is an area of research that both centers plan to pursue and an exchange of ideas may lead to joint research plans in the future.

Representation of model errors in ensemble forecasting. Both sides recognize this as a major research task for the next 5 years or so. After establishing the research and developmental collaboration between the two centers as described in section 2, it will be a natural choice to pursue the possibility of joint research in such areas as stochastic physics.

Ensemble configuration. Joint research may be carried out regarding the optimal configuration of ensembles considering, for example, the model resolution vs number of ensemble members, etc.

Generation of initial conditions/perturbations for ensemble forecasting. First, a detailed comparison of initial perturbations generated by the use of Ensemble Kalman Filter at MSC, and the breeding method at NCEP may be carried out. Information from this analysis may be enhanced by implanting perturbations generated at one center into the ensemble system of the other center. Based on the findings, the two centers may be able to improve their ensemble perturbation generation schemes.

4.  Implementation plan

The overall progress of the joint project will be tracked using a high level scheduling chart (see Appendix 7). To facilitate the research and development work described above, the following organizational steps are planned:

1) Project co-leaders finalize list of Group Leaders for each task – Oct. 31

2) A videoconference of all team members is organized to discuss the RDI plan, coordinated by J.G. Desmarais – Nov. 10 . 

3) Project co-leaders submit RDI Plan to NCEP/NWS and MSC management – Nov. 15

4) Joint team modifies RDI Plan based on feedback from NCEP/NWS and MSC management  – Dec. 15

5) Group leaders form their development/research groups as necessary to carry out their tasks – Dec 15

6) A visit by L. Wilson to NCEP during late 2003 is tentatively planned to jump start joint work on verification issues – Dec. 20

7) A 2nd workshop is planned for late winter – spring 2004 at NCEP to review progress, and to initiate work in new areas. This workshop is to be coordinated by Z. Toth. – April 30 2004

8) Group leaders report to project co-leaders on the two sides on progress made, emerging new issues, etc – around 10th of each month beginning Jan 9 2004. 

9) Project co-leaders confer regarding progress made and plans for next period on a quarterly basis, around 15 Mar, June, Sept and Dec 

10) Project co-leaders report to upper management twice a year, around 20 March and Sept each year beginning 2004

11) Group leaders on two sides interact on a continual basis to ensure coordination of research, development, and implementation work

12) Project co-leaders organize plenary teleconference meetings for the joint team twice a year or as needed to ensure overall coordination of work 

13) Project co-leaders organize annual (or at least biennial) workshops to accelerate the collaborative work between the two centers. 

14) At critical points in the development/research process, exchange visits are arranged between scientists involved in the project. 

5.  Evaluation criteria

As part of the collaborative project, CMC and NCEP agree to upgrade their operational global ensemble forecast systems by the end of years 2005 and 2008 to meet the minimal requirements shown in Appendix 8. The scientific success of the project will be evaluated using the key performance parameters presented in Appendix 6.


Appendix 1

Agenda: CMC-NWS meeting on Ensemble Prediction Systems

Montréal May 1-2 2003

	Thursday May 1 2003

	9:00
	Goals of the Canada-USA collaboration on EPS.
	P. Dubreuil

	9:15
	Goals of the meeting.
	J.-G. Desmarais

	9:30
	Overview of CMC
	J.-G. Desmarais

	10:00
	The current configuration of the Canadian EPS 
	P. Houtekamer 

	10:30
	Break
	

	10:45
	Configuration of NCEP Global and Regional Ensemble Systems and plans for post-processing.
	Z. Toth

	11:15
	Combined ensembles:

What should we be careful about?

Do each EPS need to be calibrated?

What do we need to do to create a combined ensembles system?
	All

	12:45
	Lunch
	

	13:30
	Issues related to exchanging EPS data for optimal use
	R. Grumm

	14:00
	Operational exchange of EPS output:

Review of what is exchanged now.

What is missing to generate combined ensembles.

Operational schedule for exchange

How will the exchange be done (FTP, web, GRIB,..)?
	A. Méthot et all

	15:00
	Break
	

	15:15
	Verification:

Overview of verification for ensembles systems

What is available?

What should we do?

How do we verify added value of the combined ensemble approach?

How to verify “extreme weather events”.

WMO exchange of verification results
	L. Wilson et all

	16:45
	End of day 1
	


	Friday May 2 2003

	8:30
	Summary results of discussions from Day 1

NOTE: CPC and HPC representatives will be connected to CMC through videoconferencing equipment for the whole morning session.
	Desmarais/All

	9:00
	Products:

Review of existing products.

Products in support of forecasters.

Products for the general public.

Products for specialized users.

What do we do and who does what
	Verret/Grumm et all



	10:15
	Break
	

	10:30
	Products for week 2

Presentation: An analysis of variance approach to ensemble prediction

Current and planned products for Week 2 at CPC

What can we do?
	All

Dave Unger

Mike Halpert

	11:30
	Lunch
	

	12:30
	Development of a R&D / Implementation plan:

Characteristics of the super ensemble system.

Science issues

Post-processing and products

Tools/Software sharing

Timelines


	Toth/Verret/
Wilson et all

	14:30
	Follow up actions
	Desmarais/
D. Perfect

	15:30
	End of meeting
	



Appendix 2

MSC-NWS JOINT MEETING ON ENSEMBLE PREDICTION SYSTEMS

LIST OF PARTICIPANTS.


Name
Affiliation
E-Mail
	BRUNET, Gilbert
	Meteorological Research Branch
Numerical Weather Prediction MRB - MSC
	Gilbert.Brunet@ec.gc.ca

	DESMARAIS, Jean-Guy
	Development Branch
CMC-MSC
	Jean-Guy.Desmarais@ec.gc.ca

	GRUMM, Richard
	Science Operations Officer
NWS
	Richard.Grumm@noaa.gov

	HALPERT, Mike
(Friday morning session)

	Climate Prediction Centre
NCEP
	Mike.Halpert@noaa.gov

	HOUTEKAMER, Peter
	Meteorological Research Branch
Data Assimilation research MRB - MSC
	Peter.Houtekamer@ec.gc.ca

	LEFAIVRE, Louis
	Development Branch
Numerical Weather Prediction
CMC-MSC
	Louis.Lefaivre@ec.gc.ca

	MANOUSOS, Peter
(Friday morning session)

	Hydrometeorological Prediction Centre
NCEP
	Peter.Manousos@noaa.gov

	METHOT, André
	Operations Branch
Implementation and Operational Services
CMC-MSC
	Andre.Methot@ec.gc.ca

	MITCHELL, Herschel
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Appendix 3

SHORT REVIEW OF SELECTED PRESENTATIONS MADE AT THE MSC-NWS JOINT MEETING ON ENSEMBLE PREDICTION SYSTEMS

The agenda was structured to exchange information, identify issues and come up with specific actions of a Research, Development, and Implementation (RDI) Plan in four different areas:

· Data Exchange. 

· Post-Processing (bias removal before merging ensembles): 

· Product Development: 

Several ideas were expressed at the meeting regarding possible products. Richard Grumm showed several products (e. g., spaghetti plots, PoP’s for various thresholds, CAPE) based on joint ensembles composed of subsets of forecasts generated by different forecast centers or models, including NCEP-MSC global, and ETA-RSM Short Range Ensemble Forecasts (SREF). Depending on their level of skill, different weights may be assigned to the various subsets of the joint ensemble

· Verification: 

In his presentation Laurie Wilson (MSC) reviewed a number of scores, including the Reliability diagram, the Talagrand diagram, the Brier Score, the RPS (Ranked Probability Score), the ROC score, and an approach developed by Wilson (1999). The difficulty arising from the small available sample size when evaluating forecasts for extreme events was also discussed.

The RDIPlan presented in the main part if this document reflects the consensus achieved at the Planning Workshop and in follow up discussions.
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EXECUTIVE OVERSIGHT AND MEMBERS OF THE JOINT RESEARCH, DEVELOPMENT, AND IMPLEMENTATION TEAM
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Appendix 5

LIST OF VARIABLES IDENTIFIED FOR ENSEMBLE EXCHANGE BETWEEN CMC  - NCEP

Black :  data presently exchanged 

Blue :  items have been added in prototype script for expanded CMC dataset.

Red   : items can be easily added to the expanded dataset via an autoreq for CMC; next implementation period for NCEP

*    these will be added within 1 month for CMC


**  these will be added within 2 months for CMC

Green: items that require further consideration and resources
	Parameter
	CMC
	NCEP

	Ensemble
	8 SEF, 8 GEM
	

	GRID
	2.5x2.5 deg, (144x73 lat-lon)

[1.2 X 1.2 (300X151 lat-lon)]
	1x1 deg (360x180 lat-lon) for day 1-7

2.5x2.5 deg (144x73 lat-lon) day 8-15

	DOMAIN
	Global
	Global

	FORMAT
	WMO Grib Format
	WMO Grib Format

	HOURS
	0, 12, 24, 36, 48, 60, 72, 84, 96, 108, 120, 132, 144, 156, 168, 180, 192, 204, 216, 228, 240
	0, 12, 24, 36, 48, 60, 72, 84, 96, 108, 120, 132, 144, 156, 168, 180, 192, 204, 216, 228, 240, 252, … 384

	GZ
	[200]*, 250, 500, 700, 850,[925,1000]
	[200], 250, 500, 700, 850 ,[925], 1000

	TT
	[200]*, 250, 500,700, 850 ,[925,1000]
	[200], 250, 500, 700, 850 ,[925], 1000

	U,V
	[200]*, 250, 500,700, 850 ,[925,1000]
	[200], 250, 500, 700, 850 ,[925], 1000

	TT
	12000  Now redefined in grib file to be 2m AGL
	2m




	U,V
	Now redefined in grib file to be 10m AGL
	10m

	ES
	12000  Now redefined in grib file to be 2m AGL
	RH at 2m

	MSLP
	(PN) level 0, i.e. at surface
	PRMSL, i.e. at surface

	PR
	level 0, i.e. at surface
	level 0, i.e. at surface

	NT
	level 0
	Total Cloud Cover

	IH
	level 0
	Total Precipitable Water

	Sfc Pres
	(SEF) (P0) level 0 at surface
	Sfc Pressure

	Model Topography
	Model* Topography
	Model Topography

	CAPE
	1st quarter 2004
	Sometime in 2004

	Precip type
	1st quarter 2004
	Precip type

	Tmax
	1st quarter 2004
	2m

	Tmin
	1st quarter 2004
	2m

	WAM
	Sometime in 2004
	may not be available for a while
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KEY PERFORMANCE MEASURES
	Improvement in Ensemble Forecasts

	Requirement
	Threshold
	Actual
	Variance

	Ensemble Mean

3-14 Day Lead Time
	Bias Reduction (%)
	50%
	TBD
	TBD

	
	RMS Error Reduction (%)
	10%
	TBD
	TBD

	Improvement in Ensemble-based Probabilistic Forecasts
	3 Day
	6 Hours
	TBD
	TBD

	
	7 Day
	12 Hours
	TBD
	TBD

	
	10 – 14 Days
	24 Hours
	TBD
	TBD
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HIGH LEVEL PROJECT SCHEDULE 
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Appendix 8

MINIMAL (PREFERRED) CONFIGURATION FOR THE GLOBAL ENSEMBLE FORECAST SYSTEMS OPERATIONAL AT CMC AND NCEP

	FEATURE
	2005
	2008
	

	Forecast lead time (days)
	16
	16 (35)
	

	Number of cycles per day
	2 (4)
	4
	

	Number of ensemble members
	10 (20)
	20 (50)
	

	Model resolution (km)
	120 (90)
	80 (60)
	

	Number of vertical levels
	28 (42)
	42 (64)
	

	
	
	
	





