WSR Verification 2012 – Final Report

[bookmark: _GoBack]A Global Forecast System (GFS) data denial study was conducted for two synoptic systems during the WSR 2012 season to aid in validating the usefulness of the WSR program. In the first case, data was acquired to improve the forecast of a wave crossing the Deep South, and the second case a Midwestern and Northeast US cyclone with heavy snow potential was the target.
The motivation for this study stems from observation impact monitoring work done by Dr. Ron Gelaro of NASA/GMAO. The figure below is an excerpt from a presentation given by Dr. Gelaro at the WSR 2012 Post Season meeting in April 2012. The top graph in Dr. Gelaro’s slide highlights a significant impact on the GEOS-5 24 hr global forecast error norm seen in response to supplemental dropsondes released during the WSR 2012 season. The first WSR 2012 verification data denial case time frame was chosen in response to this impact seen in early February.
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Study participants included representatives from the National Centers for Environmental Prediction (NCEP) Environmental Modeling Center (EMC), Hydrometeorological Prediction Center (HPC), and NCEP Central Operations (NCO). 
· Data denial runs of the GFS were performed by Kate Howard (EMC), Kelly Kempisty (NCO), and Joe Carr (NCO).
· Model output in gempak format was provided to HPC by NCO participants.
· Evaluations were performed by HPC forecasters:
· Forecast evaluation: A. Fracasso, M. Schichtel, B. Rubin-Oster, and W. Hogsett
· QPF evaluation: K. Brill

Summary of results: The general findings by all parties was that the differences between the two runs (operations and data denial) were small, and neither run could be conclusively identified as superior. One case of modest difference is discussed in the HPC evaluation below.














GFS Dropsonde Evaluation – HPC Forecaster Evaluation 

A. Fracasso, M. Schichtel, B. Rubin-Oster, and W. Hogsett
Hydrometeorological Prediction Center

A GFS data denial study was conducted for two synoptic systems during the 2011-2012 WSR program. In the first case, data was acquired to improve the forecast of a wave crossing the Deep South, and the second case a Midwestern and Northeast US cyclone with heavy snow potential was the target.
Several HPC forecasters subjectively analyzed differences between the both GFS cases run with and without dropsonde data. The general findings by all parties were that the differences between the two runs are small, and neither run could be conclusively identified as superior. One case of modest differences is discussed below.
Primary focus was on the QPF fields, and overall the QPF differences with and without drops were quite subtle, even at long lead times (Fig. 1). One forecaster summarized the analysis by noting that they “didn't see an appreciable difference between the "no drops" versus the "with drops" model runs.” Even in instances where the QPF varied slightly, other fields (e.g., 500mb heights) were nearly indistinguishable. One forecaster mentioned that in cases where the differences are so subtle, it may be helpful to view difference fields. Differences became more apparent after day five, but they remained small. A forecaster noted that there was a hint that the runs with drops may show slightly higher precipitation amounts, but this could not be quantified.
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Figure 1: 24-hour QPFs from a 108-hour forecast without drops (left) and with drops (right). Data acquired from the first case.
In addition to the precipitation similarities, even the positions of surface lows and highs are virtually indistinguishable in most forecasts out to day five (Fig. 2). Certainly there are some subtle differences, but it could not be qualitatively determined which forecast was superior. 
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Figure 2: 6-hour QPFs from a 120-hour forecast without drops (left) and with drops (right). Data acquired from the second case.
The final cycle of the first case provided an example of one notable difference near the end of the medium range period, and it demonstrates a possible positive impact of the drops, albeit away from the targeted region. This cycle is noteworthy because the cumulative impact of all of the drops is contained in this final forecast. Analysis of this forecast focused on the development of a coastal low at day 7 off of the New England coast. The forecaster found that the run with drops developed a low pressure system that was located over 150 miles closer to the verifying position than the run without drops (Fig. 3). This development is consistent with the forecaster analysis that the northern stream progressed faster in the GFS forecast without drops. Both forecast lows were too weak compared to observed (not shown), and the QPF fields in this case did show differences consistent with the low position displacement. 
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Figure 3: 7-day forecast low positions from the 02/05/2012 00Z cycle, showing surface low positions with and without drops, superimposed with the verifying HPC surface analysis on 02/12/2012 00Z.  Note that the run with drops is slightly closer to the verifying position.
Quantitative Precipitation Forecast (QPF) Performance for GFS versus WSR GFS Runs
K. Brill
Hydrometeorological Prediction Center (HPC)
Two cases of reruns are available for analysis.  CASE 1 covers the interval from 31 January 2012 through 12 February 2012 with forecast projections out to 180 hours; while, CASE 2 covers the interval from 26 February 2012 to 12 March 2012 with forecast projections out to 180 hours.  Forecast initial times for CASE 1 cover the interval from 18 UTC 30 January 2012 through 00 UTC 05 February 2012 at 6-h intervals.  The initial times for CASE 2 cover the interval from 00 UTC 26 February through 00 UTC 05 March at 6-h intervals.  The forecasts verified are 6-h QPFs from these model runs beginning with the 6-h projection and continuing at 6-h intervals out to 180 hours.  Projections beyond 168 hours (day 7) are not included in the summary of results presented here.
The QPFs for CASE 1 are verified against the RFC quality controlled 6-h Quantitative Precipitation Estimates (QPE) available from the National Prediction Verification Unit (NPVU), which was shut down at the end of February 2012 due to funding cuts.  Therefore CASE 2 uses the NPVU QPE for valid times prior to 01 March 2012.  From 01 March 2012 onward, the Climate Calibrated Precipitation Analysis (CCPA) is used as the verifying QPE for CASE 2.
The verification is a grid-to-grid verification on the 32-km CONUS grid used by the HPC QPF forecast desks.  The QPF data are first remapped to the 32-km grid using an area average preserving remapping algorithm in the GEneral Meteorlogical PAckage (GEMPAK) software.  The QPE is also remapped to this same grid.  The verification software creates the forecast, hit, and observation count fractions over each RFC region depicted in Fig. 1.  These are the fractions needed to construct the 2 X 2 contingency table of outcomes for the dichotomous event of precipitation exceeding a given threshold.  The thresholds considered here are .01, .10, .25, .50, .75, 1.00, 1.25, 1.50, 2.00, and 3.00 inches, although only results for the .25 and .50 inch thresholds are presented in the summary of results below.   The counts and the fractions are saved in the HPC/EMC Verification Statistics Data Base (VSDB) text format.  The fractions can be converted back into sums and combined over multiple valid times and/or forecast hours to create aggregate contingency tables.
The VSDB data are read, combined, and used for the computation and display of performance metrics by the HPC/EMC forecast verification system (fvs).  The fvs is capable of displaying performance metrics as a function of user defined independent variables.  For this analysis, the performance metrics examined are the equitable threat score (ETS) and frequency bias (BIAS).  Since ETS is quantifiably sensitive to frequency bias (Brill 2009), the statistical significance of ETS differences is assessed for bias adjusted VSDB data.  A resampling technique following Hamill (1999) is applied to assess statistical significance in the fvs software.  The resample size is 10,000 for this assessment.
Because of the need for the bias adjustment of the forecasts, two sets of VSDB data are computed:  one without bias adjustment and another with bias adjustment.  The bias adjustment (Adam J. Clark, personal communication) is accomplished by matching the frequency distribution of the forecast values to that of the analysis values over each region.  Each forecast value determines the analysis value with which it is replaced by virtue of its position in the forecast value order statistics.  First the order statistics for both the forecast and analysis values are determined.  Then each forecast value is found in the forecast value order statistics and matched to the same position in the analysis value order statistics to obtain the bias adjusted forecast value.  This is an effective bias adjustment method when both sets of order statistics are adequately populated.  The bias adjustment assures perfect frequency bias for both forecasts.  The bias adjustment does not alter the placement of precipitation maxima and does not change the general pattern of the precipitation forecast.  The forecast with the better placement of precipitation will have the better ETS, and the difference can be assessed for statistical significance without qualification because the bias sensitivity has been removed.
This comparison of the GFS control runs to the WSR GFS runs is oriented toward identifying differences for significant events.  To maintain focus in this regard, the following procedure is applied to each case:
1. Use the fvs to plot the frequency of events exceeding .25 inch in 6 hours as a function of RFC region.  The RFC region having the highest frequency becomes the region of interest.  Figs. 2 and 3 show these plots for CASE 1 and CASE 2, respectively.  For CASE 1, the region of interest is LM RFC; for CASE 2, it is SE RFC.
2. Use the fvs to plot the observed and forecast event frequencies combined over all forecast projections as a function of valid time as shown in Figs. 4 and 5 for CASE 1 and CASE 2, respectively, only over the region selected in step 1.  This plot gives an overview of the relative temporal distribution of observed and forecast precipitation frequency and may reveal any unrealistic model behavior if the WSR GFS run deviates hugely from the control run.  The departure of forecast frequencies from those analyzed at the right end of the abscissa is due to the dominance of long forecast projection times at those valid times.  There is nothing in these time series to suggest unacceptable behavior on the part of either the WSR GFS runs or the control GFS runs.
3. Use the fvs to generate a summary of results in terms of ETS and BIAS for both the non-bias and the bias adjusted VSDB data as a function of forecast days 1—7.  Day 1 combines forecast hours 6, 12, 18, and 24 over the entire range of valid times covered by the forecasts.  Day 2 combines forecast hours 30, 36, 42, and 48 in the same way.  Day 3 combines forecast hours 54, 60, 66, and 72.  Day 4 combines forecast hours 78, 84, 90, and 96.  Day 5 combines forecast hours 102, 108, 114, and 120.  Day 6 combines forecast hours 126, 132, 138, 144.  Day 7 combines forecast hours 150, 156, 162, and 168.
The remaining discussion pertains to the summary of results for ETS and BIAS.  These comparisons are strictly fair because the fvs performs consistency checks to assure that the identifiers of VSDB records contributing to the combined data at each forecast day are the same for both sources of forecasts.   
Fig. 6 shows the ETS and BIAS for the .25-inch threshold computed from the non-bias adjusted VSDB data as a function of the forecast days for CASE 1, LM RFC.  The ETS is plotted against the left ordinate and displayed as histogram bars color coded according to the legend in the figure.  BIAS is plotted as symbols against the right ordinate.  The dotted line corresponds to perfect BIAS = 1.  The black box-whisker objects indicate the resampling results for ETS; while, the red box-whisker elements apply to the BIAS comparison.  The vertical expanse of each box corresponds to the .95 confidence interval associated with a statistical significance test at the .05 level.  The box-whisker elements are centered vertically on the value for the GFS in the comparison.  If the WSR GFS value (histogram bar) falls outside the box in its ordinate value, then the difference is statistically significant at the .05 level (5% probability of a type I error:  wrongly rejecting the null hypothesis of no difference).  Examination of Fig. 6 reveals no significant differences in ETS.  While the BIAS values differ between the two forecasts, the BIAS is significantly different only for Day 4 forecasts.  BIAS values vary noticeably from unity, but both forecasts are close to being perfectly biased on forecast days 2 and 3.
Fig. 7 displays the .25-inch threshold ETS comparison for the bias adjusted forecasts for CASE 1.  The BIAS symbols show the perfect or near-perfect values expected.  There are no significant differences in ETS; although, the WSR GFS performs less well for four out of the seven forecast days.  Fig. 8 shows the ETS comparison for bias adjusted forecasts exceeding the .50-inch threshold for CASE 1.  No demonstrably statistically significant differences are apparent.
Fig. 9 exhibits the .25-inch threshold ETS and BIAS computed from the non-bias adjusted VSDB data as a function of the forecast days for CASE 2, SE RFC.  In this case, both the ETS and BIAS differences are statistically significant at forecast day 4, with the WSR GFS performing worse, but the ETS bias sensitivity renders questionable the significance of the difference.  No other differences are significant at the .05 level, but the BIAS values and significance assessment are off the chart at the high end at Day 6 for which both forecasts show negative ETS values.  Except for Day 6, BIAS values are generally less than 1 by noticeable margins for CASE 2.
Fig. 10 shows the ETS comparison for the bias adjusted forecasts exceeding .25 inch for CASE 2.  The only statistically significant difference is at Day 1, for which the WSR GFS is significantly worse than the control GFS.  It is important to note that the Day 4 ETS significant difference identified above turns out not to be supported after bias adjustment.  Fig. 11 shows the CASE 2 ETS comparison for bias adjusted forecast exceeding the .50-inch threshold.  The only statistically significant difference in ETS in Fig. 11 is for Day 4, for which the WSR GFS performance is significantly worse compared to the control GFS.
In summary, this selective analysis of QPF verification for non-trivial events indicates that the WSR GFS is rarely significantly different from the control GFS.  When there is significant difference, the WSR GFS performs less well than the control GFS.
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Figure 1.  The rough RFC regions (lat/lon polygons) used to regionalize the verification.  The color of the RFC label text matches the color of the enclosing polygon.
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Figure 2.  Frequency of QPE > .25 as a function of RFC for CASE 1.
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Figure 3.  Frequency of QPE > .25 as a function of RFC  for CASE 2.
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Figure 4.  Frequencies of exceeding .25 inch for combined forecasts (red and green for control GFS and WSR GFS, respectively) and QPE (magenta) as a function of valid time for LM RFC.
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Figure 5.  Same as Fig. 4, except for SE RFC.
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Figure 6.  ETS and BIAS for non-bias adjusted VSDB data over LM RFC for the .25-inch threshold.  See text for details.
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Figure 7.  ETS and BIAS for bias adjusted VSDB data over LM RFC for the .25-inch threshold.


[image: ]
Figure 8.  ETS and BIAS for bias adjusted VSDB data over LM RFC for the .5-inch threshold.
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Figure 9.  ETS and BIAS for non-bias adjusted VSDB data over SE RFC for the .25-inch threshold.  
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Figure 10.  ETS and BIAS for bias adjusted VSDB data over SE RFC for the .25-inch threshold.
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Figure 11.  ETS and BIAS for bias adjusted VSDB data over SE RFC for the .5-inch threshold.
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