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Welcome!

So you'd like to run a GFS experiment? This document will help get you going and provide information on running global model parallel experiments, whether it be on Vapor or one of the CCS machines.

Before continuing, some information:
· This document is for users who can access the R&D (Vapor) or CSS (Cirrus/Stratus) NCEP machines.

· This document assumes you are new to using the GFS model and running GFS experiments but that you are accustom to the NCEP computing environment.

· If at any time you are confused and can't find the information that you need please email:
· ncep.list.emc.glopara-support@noaa.gov
· Also, for Global Model Parallel support feel free to subscribe to the following glopara listservs:
· Glopara support
https://lstsrv.ncep.noaa.gov/mailman/listinfo/ncep.list.emc.glopara-support
· Glopara announcements
https://lstsrv.ncep.noaa.gov/mailman/listinfo/ncep.list.emc.glopara-announce
· For Global Spectral Model (GSM) documentation:

· http://www.emc.ncep.noaa.gov/GFS/doc.php
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Operational Global Forecast System (GFS) Overview:
The Global Forecast System (GFS) is a three-dimensional hydrostatic global spectral model run operationally at NCEP. The GFS consists of two runs per six-hour cycle (00, 06, 12, and 18 UTC), the "early run" gfs and the "final run" gdas. Both the terms "GFS" and "GDAS" will take on two meanings in this document.

	GFS
	(all caps) refers to the entire Global Forecast System suite of jobs (see flow diagram in next section), which encompasses the gfs (next bullet) and gdas.

	gfs
	(all lower case) refers to the "early run". In real time, the early run, is initiated approximately 2 hours and 45 minutes after the cycle time. The early gfs run gets the full forecasts delivered in a reasonable amount of time.

	GDAS
	(all caps) refers to the Global Data Assimilation System.

	gdas
	(all lower case) refers to the "final run", which is initiated approximately six hours after the cycle time.. The delayed gdas allows for the assimilation of later arriving data. The gdas run includes a short forecast (nine hours) to provide the first guess to both the gfs and gdas for the following cycle.


Timeline of GFS and GDAS*:
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* Times are approximate

Each operational run consists of six main steps*:

	dump**
	Gathers required (or useful) observed data and boundary condition fields (done during the operational GFS run); used in real-time runs, already completed for archived runs.

	storm relocation***
	In the presense of tropical cyclones this step adjusts previous gdas forecasts if needed to serve as guess fields. For more info, see the relocation section of Dennis Keyser's Observational Data Dumping at NCEP document.

	prep
	Prepares the data for use in the analysis (including quality control, bias corrections, and assignment of data errors) For more info, see Dennis Keyser's PREPBUFR PROCESSING AT NCEP document. 

	analysis
	Runs the data assimilation (currently, Gridpoint Statistical Interpolation, or GSI)

	forecast
	From the resulting analysis field, runs the forecast model out to specified number of hours (9 for gdas, 384 for gfs)

	post
	Converts resulting analysis and forecast fields to WMO grib for use by other models and external users. 



* Additional steps run in experimental mode are the verification (gfsvrfy/gdasvrfy) and archive (gfsarch/gdasarch) jobs (pink boxes in flow diagram in next section).
** Unless you are running your experiment in real-time, the dump steps have already been completed by the operational system (gdas and gfs) and the data is already waiting in a directory referred to as the dump archive.
*** The storm relocation step is included in the prep step (gfsprep/gdasprep) for experimental runs.
Next page – Global Forecast System Experiment Overview
Global Forecast System (GFS) Experiment Overview:
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Image 1: Flow diagram of a typical experiment
GFS experiments employ the global model parallel sequencing (shown above). The system utilizes a collection of job scripts that perform the tasks for each step. A job script runs each step and initiates the next job in the sequence.
Example: When the prep job finishes it submits the analysis job. When the analysis job finishes it submits the forecast job, etc.
As with the operational system, the gdas provides the guess fields for the gfs. The gdas runs for each cycle (00, 06, 12, and 18 UTC), however, to save time and space in experiments the gfs (right side of the diagram) is initially setup to run for only the 00 UTC cycle. (See the "run GFS this cycle?" portion of the diagram) The option to run the GFS for all four cycles is available (see gfs_cyc variable in configuration file).
The steps described in the table on page four are the main steps for a typical operational run. An experimental run is different from operations in the following ways:

· Dump step is not run as it has already been completed during the real-time production runs

· Addition steps in experimental mode:

· verification (vrfy)
· archive (arch)
Image 1 above can be further expanded to show the scripts/files involved in the process:
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---------------------------------------------------------------------------------------------------------------------

The next pages will provide information on the following:

· Experimental job scripts

· Setting up your experiment

· Additional notes and utilities

---------------------------------------------------------------------------------------------------------------------
Main Directories for Experimental Scripts:
/mtb/save/glopara/trunk/para  (vapor) 
/global/save/glopara/trunk/para  (cirrus/stratus)

Subdirectories:
/bin  These scripts control the flow of an experiment.
	psub
	Submits parallel jobs (check here for variables that determine resource usage, wall clock limit, etc).

	pbeg
	Runs when parallel jobs begin.

	perr
	Runs when parallel jobs fail.

	pend
	Runs when parallel jobs end.

	plog
	Logs parallel jobs.

	pcop
	Copies files from one directory to another.

	
	

	pmkr
	Makes the rlist, the list of data flow for the experiment.

	pcon
	Searches standard input (typically rlist) for given pattern (left of equal sign) and returns assigned value (right of equal sign). Generally called within other utilities.

	pcne
	Counts non-existent files



/jobs  These scripts, combined with variable definitions set in configuration, are similar in function to the wrapper scripts in /nwprod/jobs, and call the main driver scripts.

	prep.sh
	Runs the data preprocessing prior to the analysis (storm relocation if needed and generation of prepbufr file).

	angu.sh
	Angle update script, additional step in analysis.

	anal.sh
	Runs the analysis. (Default ex-script does the following: 1) update surface guess file via global_cycle to create surface analysis; 2) runs the atmospheric analysis (global_gsi); 3) updates the angle dependent bias (satang file))

	fcst.sh
	Runs the forecast.

	post.sh
	Runs the post processor.

	vrfy.sh
	Runs the verification step.

	arch.sh
	Archives select files (online and hpss) and cleans up older data.

	dump.sh
	Retrieves dump files (not used in a typical parallel run). 

	dcop.sh
	This script sometimes runs after dump.sh and retrieves data assimilation files.

	copy.sh
	Copies restart files. Used if restart files aren't in the run directory. 



/exp This directory typically contains config files for various experiments and some rlists.
	Filenames with "config" in the name are configuration files for various experiments. Files ending in "rlist" are used to define mandatory and optional input and output files and files to be archived.



/scripts - Development versions of the the main driver scripts.

	The production version of these scripts are in /nwprod/scripts.



/ush - Additional scripts pertinent to the model typically called from within the main driver scripts also includes: 

	reconcile.sh
	This script sets required, but unset variables to default values.



----------------------------------------------------------------------------------------------------------------------------

Setting up an Experiment:
Steps:

1. Do you have restricted data access? If not go to the following webpage and submit a registration form to be added to group rstprod: http://www.nco.ncep.noaa.gov/sib/restricted_data/restricted_data_sib/
2. Terms and other items to know about

3. Set up experiment configuration file

4. Set up rlist

5. Submit first job

Additional information:

· Data file names (glopara vs production) (see appendix A)
· Global model variables (see appendix B)
· Finding GDAS/GFS production files (see appendix C)
Terms and other items to know about:
	configuration file
	List of variables to be used in experiment and their configuration/value. The user can change these variables for their experiment. See Appendix B.

	job
	A script, combined with variable definitions set in configuration, which is similar in function to the wrapper scripts in /nwprod/jobs, and which calls the main driver scripts. Each box in above diagram is a job.

	pr
	Acronym for parallel experiments. Experiment names should look like: pr$PSLOT ($PSLOT is described in the next section)

	reconcile.sh
	Similar to the configuration file, the reconcile.sh script sets required, but unset variables to default values.

	rlist
	List of data to be used in experiment. Created in reconcile.sh (when the pmkr script is run) if it does not already exist at beginning of experiment.

	rotating directory (a.k.a. ROTDIR and COMROT)
	Typically your "noscrub" directory is where the data and files from your experiment will be stored. Set in configuration file.
Ex: /global/noscrub/wx24kh/prtest --> /global/noscrub/$LOGNAME/pr$PSLOT


Setting up experiment configuration file:
The following files have settings that will produce results that match production results. Copy this file, or any other configuration file you wish to start working with, to your own space and modify it as needed for your experiment.
Please review README file in sample configuration file location for more information.
	Sample config file
	Vapor
/mtb/save/glopara/trunk/para/exp
	Cirrus/Stratus
/global/save/glopara/trunk/para/exp

	Valid 7/27/10 - present
	para_config_gfs
	para_config_gfs



Make sure to change the following user specific configuration file variables, found near the top of the configuration file: 

	ACCOUNT
	LoadLeveler account, i.e., GFS-MTN (see more examples below for ACCOUNT, CUE2RUN, and GROUP)

	ARCDIR
	Online archive directory (i.e. ROTDIR/archive/prPSLOT)

	ATARDIR
	HPSS tape archive directory (see configuration file for example)

	COMROT
	Rotating/working directory. Also see ROTDIR description

	CUE2RUN
	LoadLeveler class for parallel jobs (i.e., dev) (see more examples of CUE2RUN below)

	EDATE
	Analysis/forecast cycle ending date (YYYYMMDDCC, where CC is the cycle)

	EDUMP
	Cycle ending dump (gdas or gfs)

	ESTEP
	Cycle ending step (prep, anal, fcst1, post1, etc.)

	EXPDIR
	Experiment directory under save, where your configuraton file, rlist, runlog, and other experiment scripts sit.

	GROUP
	LoadLeveler group (i.e., g01) (see more examples of GROUP below)

	PSLOT
	Experiment ID (change this to something unique for your experiment)

	ROTDIR
	Rotating/working directory for model data and i/o. Related to COMROT. (i.e. /global/noscrub/wx24kh/prPSLOT)



A description of some global model variables that you may wish to change for your experiment can be found in Appendix B.

	ACCOUNT
examples
	Variable
	Global/GFS
	JCSDA

	
	ACCOUNT
	GFS-MTN (C/S)
	MTB001-RES (V)
	JCSDA008-RES

	
	CUE2RUN
	class1 (C/S)
	mtb (V)
	jcsda

	
	GROUP
	g01 (C/S)
	mtb (V)
	jcsda


* C = Cirrus, S = Stratus, V = Vapor
Please make sure to take a look at the current reconcile script to assure that any changes you made in the configuration file are not overwritten. The reconcile script runs after reading in the configuration file settings and sets default values for many variables that may or may not be defined in the configuration file. If there are any default choices in reconcile that are not ideal for your experiment make sure to set those in your configuration file, perhaps even at the end of the file after reconcile has been run.

----------------------------------------------------------------------------------------------------------------------------

Setting up an rlist:
If you do not want to use the rlist generated by reconcile.sh and wish to create your own, you could start with an existing rlist and modify it by hand as needed. Some samples exist in the exp subdirectory:
Vapor: /mtb/save/glopara/trunk/para/exp/prtrunktest0.gsi.rlist.sample*
Cirrus/Stratus: /global/save/glopara/trunk/para/exp/prtrunktest0.gsi.rlist.sample*
* The sample rlist files already contain the append.rlist entries.

A brief overview of the rlist format can be found in Appendix D.

If the rlist file does not exist when a job is submitted, pmkr will generate one based on your experiment configuration. When creating the rlist on the fly, check the resulting file carefully after that first job is complete to ensure all required files are represented. If you find anything missing, you can manually edit the rlist using your favorite text editor and then continue the experiment from that point. 

The pmkr script does not account for files to be archived (eg, ARCR, ARCO, ARCA entries). The current standard practice is to put those entries in a separate file. Eg, see:

Vapor: /mtb/save/glopara/trunk/para/exp/append.rlist 
Cirrus/Stratus: /global/save/glopara/trunk/para/exp/append.rlist

Then define variable $append_rlist to point to this file. 

If the variable $ARCHIVE is set to YES (the default is NO), this file is then appended automatically to the rlist by reconcile.sh, but only when the rlist is generated on the fly by pmkr. So, eg, if you submit the first job, which creates an rlist and then you realize that your ARCx entries are missing, creating the append_rlist after the fact won't help unless you remove the now existing rlist. If you delete the errant rlist (and set $ARCHIVE to YES, the next job you submit will see that the rlist does not exist, create it using pmkr, then append the $append_rlist file.

Also, along those lines, you may find that pmkr does not account for some new or development files. You can list those needed entries in the file pointed to by variable $ALIST. The difference between $ALIST and $append_rlist is that the latter only gets appended if variable $ARCHIVE is YES.

Got all that?? (Now you know why it is sometimes easier to start with an existing rlist).


To submit first job:
a) Using submit script (else see b)

1) Obtain a copy of submit.sh from:
/mtb/save/glopara/trunk/para/exp (Vapor)
/global/save/glopara/trunk/para/exp (Cirrus/Stratus)

2) Save submit.sh in your EXPDIR
3) From your EXPDIR, run submit.sh:
./submit.sh $CONFIG $CDATE $CDUMP $CSTEP
4) This script kicks off experiment.

b) Manually

1) Create directory ROTDIR (defined in configuration file) 

2) Acquire required forcing files and place in ROTDIR:

1) biascr.$CDUMP.$CDATE 

2) satang.$CDUMP.$CDATE 

3) sfcanl.$CDUMP.$CDATE 

4) siganl.$CDUMP.$CDATE 

(More about finding the required files can be found in Appendix C)
3) From EXPDIR, on command line type:

$PSUB  $CONFIG  YYYYMMDDCC  $CDUMP  $CSTEP

Where:
$PSUB = psub script with full location path, see configuration file for psub script to use.
$CONFIG = name of configuration file (assumes the file is in your COMROT)
YYYYMMDDCC = initial/starting year (YYYY), month (MM), day (DD), and cycle (CC) for model run
$CDUMP = dump (gdas or gfs) to start run
$CSTEP = initial model run step (see flow diagram above for options)
Ex: /global/save/wx23sm/para_scripts/cver_1.1/bin/psub para_config 2007080100 gdas fcst1


Additional information about running an experiment:

· Remember that since each job script starts the next job, you need to define ESTEP as the job that follows the step which you wish to end on. For example: You want to finish when the forecast has completed and the files are processed...your ESTEP could be "prep", which is the first step of the next cycle.

· The script "psub" kicks off the experiment and each parallel sequenced job.

To check the status of your experiment/jobs, check out the load leveler queue by typing "llq" on the command line.

	llq
	Load leveler queue

	llq -l
	More information

	llq -u $LOGNAME
	Status of jobs running by user $LOGNAME (your username)


----------------------------------------------------------------------------------------------------------------------------

Experiment Troubleshooting:
As model implementations occur, ensure that you are using up-to-date versions of scripts/code and configuration file for your experiment. For instance, don't use the newest production executables with older job scripts. Changes may have been made to the production versions that will impact your experiment but may not be obvious.

For problems with your experiment please contact: ncep.list.emc.glopara-support
Please make sure to provide the following information in the email: 

· Machine you are working on (Vapor, Cirrus or Stratus)

· EXPDIR, working directory location

· Configuration file name and location

· Any other specific information pertaining to your problem, i.e., dayfile name and/or location.

----------------------------------------------------------------------------------------------------------------------------

Related utilities:
Some information on some useful related utilities can be found at: 

	copygb.info
	copygb copies all or part of one GRIB file to another GRIB file, interpolating if necessary

	sfchdr.info
	global_sfchdr prints information from the header of a surface file

	sighdr.info
	global_sighdr prints information from the header of a sigma file

	ss2gg.info
	ss2gg converts a sigma file to a grads binary file and creates a corresponding descriptor (ctl) file


Notes:
USING OLD CONFIGURATION FILES WITH NEW SCRIPTS:
There are many sets of these scripts to run the global model. Some are several years old. There have been a number of contributers, each with their own programming style and set of priorities. If you have a configuration file that worked with one set of scripts, don't expect that same file to do what you want with a different set of scripts. Variables that used to do what you want, may no longer do anything or default settings may change. So, look over the set of scripts you are using to see what changes might be needed and  then check your output carefully.

RECONCILE:

If info added to alist after rlist has been generated, that rlist must be removed/renamed. Otherwise info from alist won't be picked up.
CLEAN UP:
Disk space is often at a premium. The arch.sh job scrubs older files based on the settings of the various HRK* variables. Adjust those values as suits your needs and space limitations. If you find your older data is not getting scrubbed, check that the archive jobs for that dump are running. If they are, check arch dayfile output to determine which cycles those jobs are attempting to scrub.  (If you are running, only 00Z gfs cycles, ensure your HRK values are all some multiple of 24). If some archive jobs are not getting submitted at all, check that the vrfy.sh job is completing. (...a common culprit).   Note also, if  you are copying select files to an online archive in delayed mode (ARCHDAY is often set to 2 days for real-time runs), be sure your HRK values for those files is sufficient such that those files are copied to the online archive before they are scrubbed.  (HRKROT handles files that are typically copied to an online archive).
COPY:
copy.sh will call chgres for first guess fields even if no change is needed unless COPYCH=NO (or anything other than "YES")
PATH:
Some scripts assume that "." is included in the users PATH. Check for this if unexpected errors occur. (The error msg isn't always clear).
Appendix A

Files used in Global Model parallel scripts

As of November 7, 2000, the global parallels are run on the NCEP IBM SP Phase II computer and that is where its files reside. Many of the parallel files are in GRIB or BUFR formats, the WMO standard for gridded and ungridded meteorological data, respectively. Other parallel files such as restart files are in flat binary format, and are not generally intended to be accessed by the general user. 

Unfortunately but predictably, the global parallel follows a different file naming convention than the operational file naming convention. (The global parallel file naming convention started in 1990 and predates the operational file naming convention.) 

The global parallel file naming convention is a file type followed by a period, the run (gdas or gfs), and the 10-digit current date $CDATE in YYYYMMDDHH form. (Eg, pgbf06.gfs.2008060400). Some names may have a suffix, for instance if the file is compressed.

For the sake of users that are accustomed to working with production files or those who want to do comparisons, the equivalent production file name info is included here. Production file naming convention is the run followed by a period, the cycle name, followed by a period, and the file type. (Eg, gfs.t00z.pgrbf06). In the table below, only the file type is listed for production names. 

The files are divided into the categories restart files, observation files, and diagnostic files. Some files may appear in more than one category. Some verification files in the diagnostics table do not include a run qualifier. 

	Restart files 

	glopara filename 
	file description 
	production base name
(eg, gdas1.t00z .prepbufr)
	format

	prepqc.$CDUMP.$CDATE
	Conventional Observations with quality control
	prepbufr
	BUFR

	biascr.$CDUMP.$CDATE
	Time dependent sat bias correction file
	abias
	text

	satang.$CDUMP.$CDATE
	Angle dependent sat bias correction 
	satang
	text

	sfcanl.$CDUMP.$CDATE
	surface analysis
	sfcanl
	binary

	siganl.$CDUMP.$CDATE
	atmospheric analysis (aka sigma file)
	sanl
	binary

	sfcf$FF.$CDUMP.$CDATE
	surface boundary condition at forecast hour $FF
	bf$FF
	binary

	sig$FF.$CDUMP.$CDATE
	atmospheric model data at forecast hour $FF
	sf$FF
	binary

	pgbanl.$CDUMP.$CDATE
	pressure level data from analysis
	pgrbanl
	GRIB

	pgbf$FF.$CDUMP.$CDATE
	pressure level data from forecast hour $FF
	pgrbf$FF
	GRIB


	Observation files 

	glopara filename 
	file description 
	production base name
(eg, gdas1.t00z.engicegrb) 
	format

	icegrb.$CDUMP.$CDATE
	Sea Ice Analysis
	engicegrb
	GRIB

	snogrb.$CDUMP.$CDATE
	Snow Analysis
	snogrb
	GRIB

	snogrb_t382.$CDUMP.$CDATE
	Snow Analysis on T382 grid
	snogrb_t382
	GRIB

	sstgrb.$CDUMP.$CDATE
	Sea Surface Temperature Analysis
	sstgrb
	GRIB

	tcvitl.$CDUMP.$CDATE
	Tropical Storm Vitals
	syndata.tcvitals.tm00
	text

	adpsfc.$CDUMP.$CDATE
	Surface land
	adpsfc.tm00.bufr_d
	BUFR

	adpupa.$CDUMP.$CDATE
	Upper-air
	adpupa.tm00.bufr_d
	BUFR

	proflr.$CDUMP.$CDATE
	Wind Profiler
	proflr.tm00.bufr_d
	BUFR

	aircar.$CDUMP.$CDATE
	MDCRS ACARS Aircraft
	aircar.tm00.bufr_d
	BUFR

	aircft.$CDUMP.$CDATE
	Aircraft
	aircft.tm00.bufr_d
	BUFR

	sfcshp.$CDUMP.$CDATE
	Surface marine
	sfcshp.tm00.bufr_d
	BUFR

	sfcbog.$CDUMP.$CDATE
	Mean Sea-level Pressure bogus reports
	sfcbog.tm00.bufr_d
	BUFR

	satwnd.$CDUMP.$CDATE
	Satellite-derived wind repors
	satwnd.tm00.bufr_d
	BUFR

	vadwnd.$CDUMP.$CDATE
	VAD (NEXRAD) wind
	vadwnd.tm00.bufr_d
	BUFR

	goesnd.$CDUMP.$CDATE
	GOES Satellite data
	goesnd.tm00.bufr_d
	BUFR

	spssmi.$CDUMP.$CDATE
	SSM/I Retrievals
	spssmi.tm00.bufr_d
	BUFR

	sptrmm.$CDUMP.$CDATE
	TRMM
	sptrmm.tm00.bufr_d
	BUFR

	erscat.$CDUMP.$CDATE
	ERS
	erscat.tm00.bufr_d
	BUFR

	qkswnd.$CDUMP.$CDATE
	QuikScat
	qkswnd.tm00.bufr_d
	BUFR

	osbuvb.$CDUMP.$CDATE
	SBUV layer ozone product (Version 6)
	osbuv.tm00.bufr_d
	BUFR

	osbuv8.$CDUMP.$CDATE
	SBUV layer ozone product (Version 8)
	osbuv8.tm00.bufr_d
	BUFR

	mtiasi.$CDUMP.$CDATE
	METOP-2 IASI 1C radiance data (variable channels)
	mtiasi.tm00.bufr_d
	BUFR

	ascatw.$CDUMP.$CDATE
	METOP 50 KM ASCAT scatterometer data (reprocessed by wave_dcodquikscat)
	ascatw.tm00.bufr_d
	BUFR

	geoimr.$CDUMP.$CDATE
	GOES 11x17 fov imager clear radiances
	geoimr.tm00.bufr_d
	BUFR

	1bmsu.$CDUMP.$CDATE
	MSU NCEP-processed brightness temps
	1bmsu.tm00.bufr_d
	BUFR

	1bhrs2.$CDUMP.$CDATE
	HIRS-2 NCEP-processed brightness temps
	1bhrs2.tm00.bufr_d
	BUFR

	1bhrs3.$CDUMP.$CDATE
	HIRS-3 NCEP-processed brightness temps
	1bhrs3.tm00.bufr_d
	BUFR

	1bamua.$CDUMP.$CDATE
	AMSU-A NCEP-proc. br. temps
	1bamua.tm00.bufr_d
	BUFR

	1bamub.$CDUMP.$CDATE
	AMSU-B NCEP-processed brightness temps
	1bamub.tm00.bufr_d
	BUFR

	airs.$CDUMP.$CDATE
	AQUA AIRS/AMSU-A/HSB proc. btemps-center FOV
	airs.tm00.bufr_d
	BUFR

	airswm.$CDUMP.$CDATE
	AQUA-AIRS AIRS/AMSU-A/HSB proc btemps-warmest FOV
	airswm.tm00.bufr_d
	BUFR

	ssmit.$CDUMP.$CDATE
	SSM/I brightness temperatures
	ssmit.tm00.bufr_d
	BUFR

	1bhrs4.$CDUMP.$CDATE
	HIRS-4 1b radiances
	1bhrs4.tm00.bufr_d
	BUFR

	1bmhs.$CDUMP.$CDATE
	MHS NCEP-processed br. temp
	1bmhs.tm00.bufr_d
	BUFR

	airsev.$CDUMP.$CDATE
	AQUA-AIRS AIRS/AMSU-A/HSB proc. btemps- every FOV
	airsev.tm00.bufr_d
	BUFR

	goesfv.$CDUMP.$CDATE
	GOES 1x1 fov sounder radiances
	goesfv.tm00.bufr_d
	BUFR

	gpsro.$CDUMP.$CDATE
	GPS radio occultation data
	gpsro.tm00.bufr_d
	BUFR

	gpsipw.$CDUMP.$CDATE
	GPS - Integrated Precipitable Water
	gpsipw.tm00.bufr_d
	BUFR

	wdsatr.$CDUMP.$CDATE
	WindSat scatterometer data from NESDIS (reprocessed)
	wdsatr.tm00.bufr_d
	BUFR

	wndsat.$CDUMP.$CDATE
	WindSat scatterometer data from FNMOC
	wndsat.tm00.bufr_d
	BUFR

	rassda.$CDUMP.$CDATE
	Radio Acoustic Sounding System Temp Profiles
	rassda.tm00.bufr_d
	BUFR

	statup.$CDUMP.$CDATE
	Summary
	updated.status.tm00.bufr_d
	text

	stat01.$CDUMP.$CDATE
	Bufr status
	status.tm00.bufr_d
	text

	stat02.$CDUMP.$CDATE
	Satellite status
	status.tm00.ieee_d
	text


	Diagnostic Files 

	glopara filename 
	file description 
	production base name
(eg, gdas1.t00z .gsistat) 
	format

	gsistat.$CDUMP.$CDATE
	gsi (obs-ges), qc, and iteration statistics
	gsistat
	text

	radstat.$CDUMP.$CDATE
	radiance assimilation statistics
	radstat
	binary

	cnvstat.$CDUMP.$CDATE
	conventional observation assimilation statistics
	cnvstat
	binary

	oznstat.$CDUMP.$CDATE
	ozone observation assimilation statistics
	oznstat
	binary

	pcpstat.$CDUMP.$CDATE
	precipitation assimilation statistics
	pscpstat
	binary

	flxf$FF.$CDUMP.$CDATE
	Model fluxes at forecast hour $FF
	fluxgrbf$FF
	GRIB

	logf$FF.$CDUMP.$CDATE
	Model logfile at forecast hour $FF
	logf$FF
	text

	tcinform_relocate.$CDUMP.$CDATE
	storm relocation information
	--
	text

	tcvitals_relocate.$CDUMP.$CDATE
	tropical cyclone vitals
	--
	text

	prepqc.$CDUMP.$CDATE
	Conventional Observations with quality control
	prepbufr
	BUFR

	prepqa.gdas.$CDATE
	Observations with quality control plus analysis
	--
	BUFR

	prepqf.gdas.$CDATE
	Observations with quality control plus forecast
	--
	BUFR

	adpsfc.anl.$CDATE
	Surface observation and analysis fit file
	--
	GrADS

	adpsfc.fcs.$CDATE
	Surface observation and forecast fit file
	--
	GrADS

	adpupa.mand.anl.$CDATE
	Rawinsonde observation and analysis fit file
	--
	GrADS

	adpupa.mand.fcs.$CDATE
	Rawinsonde observation and forecast fit file
	--
	GrADS

	sfcshp.anl.$CDATE
	Ship observation and analysis fit file
	--
	GrADS

	sfcshp.fcs.$CDATE
	Ship observation and forecast fit file
	--
	GrADS


Appendix B

Variables used in Global Model parallel scripts

NOT COMPLETE
Imported variables

	CONFIG
	configuration file name

	CDATE
	date of run cycle (YYYYMMDDCC), where CC is the forecast cycle, e.g. 00, 06, 12, 18

	CDUMP
	"dump" name (gfs or gdas)

	CSTEP
	step name (eg, prep, anal, fcst2, post1, etc.)


General configuration variables

	ALIST
	extra set of files to be added to rlist if ARCHIVE=YES. used only if rlist is being generated on the fly this step. done in reconcile.sh

	CDFNL
	name of final dump {gdas}

	COMCOP
	location where copy.sh looks for production (or alternate) files

	COMDAY
	directory to store experiment "dayfile" output (dayfile contains stdout & stderr) {$COMROT}

	COMDMP
	location of key production (or alternate) files (observation data files, surface boundary files)

	COMROT
	experiment rotating directory

	COMROTTMP
	if set, replaces config value of $COMROT (protects COMROT, or to define COMROT with variables evaluated at runtime)

	CYINC
	used to decrement GDATE {06}

	DATATMP
	working directory for current job

	EDATE
	end date for experiment

	EDUMP
	dump to end on (typically, gdas or gfs)

	ESTEP
	stop experiment when this step is reached for $EDATE. This step is not run.

	GDUMP
	dump to use for guess files (defaults to $CDFNL, which defaults to "gdas")

	IGEN
	Output generating code (See ON388 Table A )

	IVS
	sigma file format (options 198410, 200509 defined in /nwprod/sorc/global_fcst.fd/sigio_module.f)

	JCAP
	resolution (spectral truncation). eg, JCAP=382

	JCAPn
	resolution for n'th segment of forecast. eg, JCAP2=190

	LATCH
	Integer number of latitudes to process at one time in global_chgres. Defaults to 8 in the code. Defaults to 48 in branch parallel scripts. Set to 8 in configuration file if you must match production when moving from the 1st to 2nd fcst segment. Otherwise, go with the branch parallel script default of 48 to save resources. (Check current version of global_chgres.fd/chgres.f to confirm the code default.  Check fcst.sh and reconcile for script default).

	LEVS
	number of vertical levels

	PSLOT
	experiment tag. used to label various directories

	RLIST
	list that controls input and output of files

	RUNLOG
	runlog file


PREP variables

	
	

	
	

	
	

	
	

	
	

	
	

	
	


ANALYSIS variables

	DO2ANL
	

	LATA
	analysis grid lat dimension (typically linear gaussian grid)

	LATB
	model grid lat dimension (aka quadratic grid)

	LONA
	analysis grid lon dimension (typically linear gaussian grid )

	LONB
	model grid lon dimention (aka quadratic grid)

	LSOIL
	number of soil levels


FORECAST variables

	cha
	hours in gdas fcst & post job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	ch1
	hours in gdas fcst1 & post1 job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	ch2
	hours in gdas fcst2 & post2 job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	cma
	minutes in gdas fcst & post job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	cm1
	minutes in gdas fcst1 & post1 job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	cm2
	minutes in gdas fcst2 & post2 job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	csa
	seconds in gdas fcst & post job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	cs1
	seconds in gdas fcst1 & post1 job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	cs2
	seconds in gdas fcst2 & post2 job wall-clock-limit [hours:minutes:seconds] (see reconcile script)

	DELTIM
	time step (seconds)

	FHCYC
	cycling frequency in hours

	FHDFI
	initialization window in hours (if =0, no digital filter. if =3, window is +/- 3hrs)

	FHINI
	initial forecast hour

	FHLWR
	longwave frequency in hours

	FHMAX
	maximum forecast hour

	FHOUT
	output frequency in hours

	FHRES
	restart frequency in hours

	FHROT
	Forecast hour to Read One Time level

	FHSWR
	frequency of solar radiation and convective cloud (hours)

	FHZER
	zeroing frequency in hours

	flgmin
	Minimum large ice fraction

	JCAP
	spectral truncation (aka resolution)

	JCAP2
	spectral truncation for 2nd forecast segment

	LATB
	quadtratic grid lat dimension (model grid)

	LDIAG3D
	switch for 3D diagnostics (default = false)

	LONB
	quadtratic grid lon dimension (model grid)

	NGPTC
	Number of horizontal points computed in the same call inside radiation and physics (defaults to JCAP/10)


POST variables

	
	

	
	

	
	


ARCH variables

	ARCA00GFS
	points to hpss file name for ARCA files for 00 cycle GFS (in this example)

	ARCB06GFS
	points to hpss file name for ARCB files for 06 cycle GFS ....

	ARCDIR
	location of online archive {$COMROT/archive}

	ARCHDAY
	number of days ONLINE archive is delayed {2}

	ARCHCOPY
	yes=>copy select files (ARCR and ARCO in rlist) to online archive {NO}

	ARCHSCP
	if yes & user glopara, scp all files for this cycle to alternate machine {no}

	ARCHSCPTO
	remote system to receive scp'd data {mist->dew, dew->mist}

	COMDAY
	location of dayfile (for rm in arch). {$COMROT} 

	COMROTTMP
	if set, replaces config value of $COMROT (protects COMROT, or to define COMROT with variables to be evaluated at runtime)

	HPSSTAR
	location of hpsstar utility (creates, retrieves, and manages tarfiles on HPSS)

	HRKDAY
	hours to keep dayfiles in COMROT

	HRKROT
	hours to keep files in directory COMROT (those files not cleaned earlier by other HRK* vars for COMROT)

	HRKSIG
	hours to keep sigma and sfc fcst files in directory COMROT

	HRKSIGG
	hours to keep sigma guess files in directory COMROT

	HRKTMP
	hours to keep tmp directory

	HRKVFY
	hours to keep verification files in directory COMROT

	io_save
	lon dimension for online archive pgb files (defaults to 144... only applies if lower res than posted pgb files)

	jo_save
	lat dimension for online archive pgb files (defaults to 72... only applies if lower res than posted pgb files)


Appendix C

Finding GDAS and GFS production run files

Select files needed to run parallels are copied to global branch disk space:
   /global/shared/dump/YYYYMMDDCC

where:

YYYY  = 4-digit year of run date
MM  = 2-digit month of run date
DD  = 2-digit day of run date
CC = run cycle (00, 06, 12 18).

These files have a different naming convention from that of NCO. A mapping of those file names is available in Appendix A.

If other files are needed, eg, for verification:

NCO maintains files for the last 10 days in CCS directories:

/com/gfs/prod/gdas.YYYYMMDD
    and
/com/gfs/prod/gfs.YYYYMMDD

Locations of production files on HPSS (tape archive)

/hpssprod/runhistory/rhYYYY/YYYYMM/YYYYMMDD/
/2year/hpssprod/runhistory/rhYYYY/YYYYMM/YYYYMMDD/
/1year/hpssprod/runhistory/rhYYYY/YYYYMM/YYYYMMDD/

Examples:

/hpssprod/runhistory/rh2007/200707/20070715/
/2year/hpssprod/runhistory/rh2007/200707/20070715/
/1year/hpssprod/runhistory/rh2007/200707/20070715/

To see, eg, which files are stored in the 2-year archive of gfs model data:

d2n6 93 % /nwprod/util/ush/hpsstar dir /2year/hpssprod/runhistory/rh2007/200707/20070715 | grep gfs_prod_gfs
[connecting to hpsscore.ncep.noaa.gov/1217]
-rw-r--r--   1 nwprod    prod      6263988224 Jul 16 22:31 com_gfs_prod_gfs.2007071500.sfluxgrb.tar
-rw-r--r--   1 nwprod    prod          160544 Jul 16 22:31 com_gfs_prod_gfs.2007071500.sfluxgrb.tar.idx
-rw-r--r--   1 nwprod    prod     14814876672 Jul 16 22:23 com_gfs_prod_gfs.2007071500.sigma.tar
-rw-r--r--   1 nwprod    prod           80672 Jul 16 22:23 com_gfs_prod_gfs.2007071500.sigma.tar.idx
-rw-r--r--   1 nwprod    prod      7124057600 Jul 16 22:27 com_gfs_prod_gfs.2007071500.surface.tar
-rw-r--r--   1 nwprod    prod           33568 Jul 16 22:27 com_gfs_prod_gfs.2007071500.surface.tar.idx
-rw-r--r--   1 nwprod    prod      6262680576 Jul 17 01:49 com_gfs_prod_gfs.2007071506.sfluxgrb.tar
-rw-r--r--   1 nwprod    prod          160544 Jul 17 01:49 com_gfs_prod_gfs.2007071506.sfluxgrb.tar.idx
-rw-r--r--   1 nwprod    prod     14814876672 Jul 17 01:37 com_gfs_prod_gfs.2007071506.sigma.tar
-rw-r--r--   1 nwprod    prod           80672 Jul 17 01:37 com_gfs_prod_gfs.2007071506.sigma.tar.idx
-rw-r--r--   1 nwprod    prod      5868585472 Jul 17 01:42 com_gfs_prod_gfs.2007071506.surface.tar
-rw-r--r--   1 nwprod    prod           26912 Jul 17 01:42 com_gfs_prod_gfs.2007071506.surface.tar.idx
-rw-r--r--   1 nwprod    prod      6257581056 Jul 17 04:58 com_gfs_prod_gfs.2007071512.sfluxgrb.tar
-rw-r--r--   1 nwprod    prod          160544 Jul 17 04:58 com_gfs_prod_gfs.2007071512.sfluxgrb.tar.idx
-rw-r--r--   1 nwprod    prod     14814876672 Jul 17 04:47 com_gfs_prod_gfs.2007071512.sigma.tar
-rw-r--r--   1 nwprod    prod           80672 Jul 17 04:47 com_gfs_prod_gfs.2007071512.sigma.tar.idx
-rw-r--r--   1 nwprod    prod      6744496128 Jul 17 04:52 com_gfs_prod_gfs.2007071512.surface.tar
-rw-r--r--   1 nwprod    prod           31520 Jul 17 04:52 com_gfs_prod_gfs.2007071512.surface.tar.idx
-rw-r--r--   1 nwprod    prod      6249061376 Jul 17 08:18 com_gfs_prod_gfs.2007071518.sfluxgrb.tar
-rw-r--r--   1 nwprod    prod          160544 Jul 17 08:18 com_gfs_prod_gfs.2007071518.sfluxgrb.tar.idx
-rw-r--r--   1 nwprod    prod     14814876672 Jul 17 08:08 com_gfs_prod_gfs.2007071518.sigma.tar
-rw-r--r--   1 nwprod    prod           80672 Jul 17 08:08 com_gfs_prod_gfs.2007071518.sigma.tar.idx
-rw-r--r--   1 nwprod    prod      5284646912 Jul 17 08:12 com_gfs_prod_gfs.2007071518.surface.tar
-rw-r--r--   1 nwprod    prod           24352 Jul 17 08:12 com_gfs_prod_gfs.2007071518.surface.tar.idx
Appendix D

Sample entries:

# rotational input
*/*/anal/ROTI   =       biascr.$GDUMP.$GDATE
*/*/anal/ROTI   =       satang.$GDUMP.$GDATE
*/*/anal/ROTI   =       sfcf06.$GDUMP.$GDATE
*/*/anal/ROTI   =       siggm3.$CDUMP.$CDATE
*/*/anal/ROTI   =       sigges.$CDUMP.$CDATE
*/*/anal/ROTI   =       siggp3.$CDUMP.$CDATE
*/*/anal/ROTI   =       prepqc.$CDUMP.$CDATE
# optional input
*/*/anal/OPTI   =       sfcf03.$GDUMP.$GDATE
*/*/anal/OPTI   =       sfcf04.$GDUMP.$GDATE
*/*/anal/OPTI   =       sfcf05.$GDUMP.$GDATE
*/*/anal/OPTI   =       sfcf07.$GDUMP.$GDATE
*/*/anal/OPTI   =       sfcf08.$GDUMP.$GDATE


The left hand side is set of 4 patterns separated by slashes.

The first pattern represents the cycle (full date)
The second pattern represents the dump.
The third pattern represents the job.
The fourth pattern is a string that defines whether a file is optional/required input/output, eg:

DMPI 
- dump input from current cycle
DMPG 
- dump input from previous cycle
DMPH 
- dump input from two cycles prior
ROTI 
- required input from the rotating directory
OPTI 
- optional input from the rotating directory
ROTO 
- required output to the rotating directory (if the file is not available, a flag is set and the next job is not triggered)
OPTO 
- optional output to the rotating directory (save it if available, no worries if it's not)
ARCR 
- files to archive in online archive  (should be required, but depends on setup of arch.sh)
ARCO 
- files to archive in online archive
ARCA 
- files saved to "ARCA" HPSS archive
ARCB 
- files saved to "ARCB" HPSS archive
  (check arch.sh job for other HPSS options... current version allows for ARCA thru ARCF)
COPI - required restart and files to initiate experiment with copy.sh job (fcst input)
DMRI - prerequisite dump file for submit (used in psub, but not used in job scripts to copy data!)

The right hand side typically represents a file.


An asterisk on either side is a wild card.  Eg:
*/*/arch/ARCR        =       pgbf06.$CDUMP.$CDATE
The above entry in your rlist means that for any cycle, or any dump, the archive job will copy pgbf06.$CDUMP.$CDATE to the online archive.

If you change that to:
 */gfs/arch/ARCR        =       pgbf06.$CDUMP.$CDATE
only the the gfs pgbf06 files will be copied to the online archive.

If you changed it to:
*00/gfs/arch/ARCR        =       pgbf06.$CDUMP.$CDATE
only the 00Z gfs pgbf06 files will be copied to the online archive.

If you changed it to:
20080501*/gfs/arch/ARCR        =       pgbf06.$CDUMP.$CDATE
only the May 1, 2008 gfs pgbf06 files will be copied to the online archive.  (Not a likely choice, but shown as an example)

Changing that first example to:
 */*/arch/ARCR        =       pgbf*.$CDUMP.$CDATE
tells the archive job to copy the the pgb file for any forecast hour (from the current $CDUMP and $CDATE) to the online archive.

A more complex set of wildcards can be useful for splitting up the HPSS archive to keep tar files manageable.  Eg:

# all gdas sigma files go to ARCA HPSS archive
 */gdas/arch/ARCA =       sigf*.$CDUMP.$CDATE

# gfs sigf00 thru sigf129 go to ARCB HPSS archive
 */gfs/arch/ARCB =       sigf??.$CDUMP.$CDATE
 */gfs/arch/ARCB =       sigf1[0-2]?.$CDUMP.$CDATE

# gfs sigf130 thru sigf999 go to ARCC HPSS archive
 */gfs/arch/ARCC =       sigf1[3-9]?.$CDUMP.$CDATE
 */gfs/arch/ARCC =       sigf[2-9]??.$CDUMP.$CDATE
 SHAPE  \* MERGEFORMAT 
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